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Resumen

El desarrollo de herramientas basadas en inteligencia artificial generativa, como
ChatGPT, ha transformado multiples actividades humanas, facilitando la pro-
duccién automatizada de textos, andlisis y respuestas en tiempo real. No obstante,
este avance tecnoldgico plantea serias interrogantes en materia de propiedad in-
telectual y derechos de autor. En primer lugar, surge el debate sobre la titularidad
de las obras generadas por sistemas de IA: si estas creaciones no son fruto de la
intervencién directa de un ser humano, jpueden ser protegidas por el derecho de
autor? ;A quién le corresponderia, entonces, la titularidad de tales obras?

1 Este trabajo es producto del desarrollo de la investigacién del Grupo de In-
vestigacién en Derecho Privado y Propiedad Intelectual de la Universidad
Catélica de Colombia en el marco del proyecto ‘cambios y transformaciones
en las instituciones del derecho privado: hacia un derecho privado centrado en la
eficacia de los derechos constitucionales y convencionales — fase iv”. Igualmente,
agradecemos especialmente la ayuda dada para esta investigacién por la Cé-
tedra Iberoamericana de Cultura Digital y propiedad intelectual de la Orga-
nizacién de Estados Iberoamericanos OEI y la Universidad de Alicante.

227


file:///C:/Users/ld/Documents/Lu/Revista%20Iberoamericana%20de%20la%20Propiedad%20Intelectual/2025/23/gdflorez@ucatolica.edu.co
https://orcid.org/0000-0002-0850-1307
mailto:maacero23%40ucatolica.edu.co?subject=

German Dario Flérez Acero - Mayerly Andrea Acero Alba

La autoria en tiempos de ChatGPT: nuevos desafios para el derecho de autor

En segundo lugar, se examinan los posibles actos de infraccién que podrian de-
rivarse del entrenamiento de modelos de IA, los cuales se alimentan de vastas
cantidades de contenido protegido por derechos de autor sin, en muchos casos, el
consentimiento expreso de los titulares. Este uso no autorizado plantea desafios
juridicos complejos en cuanto a la licitud del procesamiento masivo de datos y
textos en el marco de las excepciones y limitaciones al derecho de autor.
Finalmente, se abordan los dilemas éticos y legales derivados del uso de las respuestas
generadas por IA en entornos sensibles como el judicial. La utilizacién de estos con-
tenidos en decisiones que afectan derechos fundamentales genera cuestionamientos
sobre su fiabilidad, trazabilidad, imparcialidad y respeto por la creacién original de
terceros. Ademds, se analiza el riesgo de reproducir contenidos que, al estar protegi-
dos, podrian implicar violaciones indirectas a los derechos de propiedad intelectual.
Este estudio propone un andlisis integral que combine perspectivas juridicas y
éticas, a fin de determinar los limites normativos y de responsabilidad en el uso de
la inteligencia artificial generativa en contextos creativos, técnicos y decisionales.

Palabras clave: propiedad intelectual, derecho de autor, ChatGPT, Chatbox, in-
formacién, datos, inteligencia artificial (IA), autor.

Authorship in the Age of ChatGPT: New Challenges for
Copyright Law

Abstract

The development of generative artificial intelligence tools such as ChatGPT has
profoundly transformed a wide range of human activities by enabling the automa-
ted production of text, analysis, and real-time responses. However, this technolo-
gical breakthrough raises significant concerns in the field of intellectual property
and copyright law. First, it challenges the traditional concept of authorship: if a
work is generated without direct human creativity, can it be protected under co-
pyright law? And if so, who should be recognized as its rightful owner?

Second, the training processes of large language models often involve ingesting
vast datasets that include copyrighted material, frequently without the explicit
consent of rights holders. This raises complex legal issues concerning the permis-
sibility of such data processing and whether it qualifies under existing exceptions
or limitations to copyright protection.

Finally, the use of generative Al outputs in sensitive domains — particularly in
legal or judicial contexts — introduces ethical and legal dilemmas. Relying on
Al-generated content to support decisions that affect fundamental rights brings
into question issues such as reliability, traceability, impartiality, and respect for
third-party intellectual creations. Moreover, such use may inadvertently lead to
indirect copyright infringements.
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This study offers a comprehensive analysis that integrates legal and ethical pers-
pectives in order to clarify the normative and liability boundaries associated with
the use of generative artificial intelligence in creative, technical, and decision-ma-
king contexts.

Key words: intellectual property, copyright, ChatGPT, Chatbox, information,
data, artificial intelligence (Al), author.

A autoria na era do ChatGPT: novos desafios para o direito

autoral

Resumo

O desenvolvimento de ferramentas baseadas em inteligéncia artificial generativa,
como o ChatGPT, transformou diversas atividades humanas, facilitando a produ-
¢do automatizada de textos, andlises e respostas em tempo real. No entanto, esse
avanco tecnoldgico levanta sérias questoes no campo da propriedade intelectual
e dos direitos autorais. Em primeiro lugar, surge o debate sobre a titularidade das
obras geradas por sistemas de IA: se essas criagdes nio resultam da intervengio
direta de um ser humano, podem ser protegidas pelo direito autoral? A quem
caberia, entio, a titularidade dessas obras?

Em segundo lugar, sio examinados os possiveis atos de infragio decorrentes do
treinamento dos modelos de IA, os quais sio alimentados por vastas quantidades
de contetido protegido por direitos autorais, muitas vezes sem o consentimento
expresso dos titulares. Esse uso nao autorizado levanta desafios juridicos comple-
xos quanto 2 legalidade do processamento massivo de dados e textos no Ambito
das excegoes e limitagoes ao direito autoral.

Por fim, abordam-se os dilemas éticos e juridicos resultantes do uso das respostas ge-
radas por IA em contextos sensiveis como o judicidrio. A utilizagio desses contetidos
em decisoes que afetam direitos fundamentais gera questionamentos sobre sua con-
fiabilidade, rastreabilidade, imparcialidade e respeito a criagio original de terceiros.
Além disso, analisa-se o risco de reprodugio de contetdos que, estando protegidos,
podem implicar violagoes indiretas aos direitos de propriedade intelectual.

Este estudo propoe uma andlise abrangente que combine perspectivas juridicas e
éticas, a fim de determinar os limites normativos e de responsabilidade no uso da
inteligéncia artificial generativa em contextos criativos, técnicos e decisérios. Este
trabalho ¢ resultado do desenvolvimento da pesquisa do Grupo de Pesquisa em
Direito Privado e Propriedade Intelectual da Universidade Catélica da Coldmbia,
no 4mbito do projeto Mudangas ¢ Transformagies nas Instituigoes do Direito Priva-
do: Rumo a um Direito Privado Centrado na Efetividade dos Direitos Constitucionais
e Convencionais — Fase IV.

Palavras-chave: propriedade intelectual, direito autoral, ChatGPT, Chatbot, in-
formagao, dados, inteligéncia artificial (IA), autor.
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1. Introduccién

Segiin la Organizacién Mundial de la Propiedad Intelectual (OMPI),
la propiedad intelectual’ comprende “las creaciones de la mente: las
invenciones, las obras literarias y artisticas, asi como los simbolos,
nombres e imdgenes utilizados en el comercio” (Organizacién Mun-
dial de la Propiedad Intelectual [OMPI], 2020). Este conjunto de
derechos, reconocido y protegido por la legislacién de cada pais, tie-
ne como finalidad fomentar la creatividad, promover la innovacién
y asegurar un equilibrio entre los intereses individuales de los autores
y el interés colectivo de acceso al conocimiento (OMPI, 2021). Por
ello, los derechos de autor, las patentes, las marcas, los disenos in-
dustriales y los secretos comerciales han sido tradicionalmente con-
siderados pilares del desarrollo econémico y cultural, y han recibido
una especial atencién por parte de los legisladores en todo el mundo.

En la actual sociedad de la informacién, profundamente inter-
conectada y globalizada, los datos circulan con rapidez a través de
internet, plataformas digitales y redes sociales, transformdndose en
insumos esenciales para pricticamente todas las actividades huma-
nas. En este contexto, el surgimiento de herramientas de inteligencia
artificial (IA) generativa, como ChatGPT, ha potenciado ain mis
esta dindmica, al permitir la produccién automitica de textos que
responden a preguntas formuladas por usuarios en lenguaje natural.
Estas respuestas, que a menudo se perciben como novedosas, utiles y
coherentes, son el resultado de un complejo entrenamiento algorit-
mico sobre enormes voliumenes de datos, muchos de los cuales estdn
protegidos por derechos de propiedad intelectual.

Sin embargo, este tipo de sistemas plantea profundos desafios.
Por un lado, su funcionamiento se basa en la recopilacién masiva
de informacién existente incluida obra protegida, sin que necesaria-
mente medie una autorizacién de los titulares de derechos. Por otro
lado, los resultados generados carecen de una trazabilidad verificable
que permita determinar con certeza el origen de cada fragmento de
contenido, lo cual abre la puerta a posibles infracciones por repro-

2 La OMPI es un organismo que promueve la propiedad intelectual a nivel
mundial y busca la innovacién y la creatividad en aras de un futuro mejor y
mds sostenible.
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duccién no autorizada, uso indebido de obras ajenas o incluso difu-
sién de informacién falsa o “alucinada”. Esta situacién ha llevado a
algunos paises, como Italia, a imponer restricciones o prohibiciones
temporales sobre el uso de estas herramientas, invocando tanto la
proteccion de la propiedad intelectual como el resguardo de los dere-
chos fundamentales de sus ciudadanos (BBC News Mundo, 2023).

En el plano juridico, una de las cuestiones mds debatidas es si los
contenidos generados por inteligencia artificial pueden ser conside-
rados obras protegidas por el derecho de autor.? En el caso colom-
biano, es bastante claro que, de acuerdo con los dispuesto en la Ley
23 de 1982 (Congreso de la Reptblica de Colombia, 1982), se esta-
blece que tinicamente las personas naturales pueden ostentar la cali-
dad de autor, lo cual excluye expresamente a sistemas automatizados
como ChatGPT de ostentar la titularidad originaria de una obra.*
En consecuencia, ni la plataforma ni sus desarrolladores pueden ser
considerados titulares de derechos sobre las respuestas generadas, lo
que sitta al usuario en una posicién de especial responsabilidad fren-
te al uso, divulgacién o apropiacién de dichos contenidos.

Este escenario plantea interrogantes sustanciales: ;puede consi-
derarse original una creacién realizada a partir de una interaccién
con una inteligencia artificial? ;Es posible atribuirle proteccién legal
si deriva de informacién preexistente y potencialmente protegida?
¢Hasta qué punto puede el uso de estos sistemas afectar los derechos
de autores humanos cuyas obras han sido utilizadas, directa o indi-
rectamente, para entrenar a los modelos?

Estas preguntas serdn desarrolladas a lo largo del presente andlisis
con el propésito de reflexionar sobre la necesidad de redefinir los

3 La OMPI define los derechos de autor como los derechos de los creadores so-
bre sus obras literarias y artisticas que requieren ser protegidos y amparados.
https://www.wipo.int/edocs/pubdocs/es/wipo_pub_450_2020.pdf.

4 Elart1delaLey23 de 1982 considera autores a creadores de obras literarias,
cientificas y artisticas, quienes gozaran de proteccion para sus obras, asi como
también los intérpretes o ejecutantes, a los productores de programas y a los
organismos de radiodifusién en sus derechos conexos a los del autor, y el
art. 2 establece que recae sobre las obras cientificas literarias y artisticas, las
cuales se comprenden todas las creaciones del espiritu en el campo cientifico,
literario y artistico.
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conceptos cldsicos de autoria, originalidad y responsabilidad juri-
dica en el contexto de la inteligencia artificial generativa. A su vez,
se estudiardn los avances normativos en distintas jurisdicciones, en
particular en la Unién Europea (UE) y los Estados Unidos, con el
fin de comprender los caminos regulatorios emergentes frente a un
fenémeno tecnolégico que, si bien ofrece oportunidades, también
amenaza con desestabilizar los fundamentos tradicionales de la pro-
piedad intelectual.

2. Metodologia, estado de la cuestion y relevancia del estudio
de la propiedad intelectual en relacion con la inteligencia
artificial

El presente trabajo se inscribe en una metodologia cualitativa de
corte dogmdtico comparado (Vega, 2024), centrada en el andlisis
de fuentes normativas, jurisprudenciales y doctrinales relativas a la
interaccién entre inteligencia artificial generativa y derecho de autor.
En particular, se realizard una revisién de la legislacién y la juris-
prudencia mds relevante de Colombia, Estados Unidos y la Unién
Europea en materia de la inteligencia artificial y la propiedad inte-
lectual, complementada con documentos de organizaciones inter-
nacionales como la OMPI, la UNESCO vy la Unién Europea, asi
como con aportes doctrinales recientes sobre propiedad intelectual y
tecnologias disruptivas. Esta aproximacién nos permitird identificar
convergencias y tensiones entre distintos sistemas juridicos frente a
los desatios que plantea la IA generativa (Sierra, 2025).

La seleccién de Colombia, Estados Unidos y la Unién Europea
como jurisdicciones de referencia responde a criterios metodoldgi-
cos, normativos y jurisprudenciales que hacen de estos sistemas es-
cenarios especialmente relevantes para examinar los desafios que la
inteligencia artificial generativa plantea al derecho de autor.

En primer lugar, Colombia constituye un caso paradigmdtico en
América Latina debido a su doble dimensién: por un lado, integra el
régimen supranacional de la Decisién Andina 351 sobre propiedad
intelectual; por otro, su Direccién Nacional de Derecho de Autor y
su Corte Constitucional han emitido decisiones recientes y pione-
ras sobre obras generadas con IA, derechos digitales y uso de herra-
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mientas algoritmicas en la administracién pablica y la justicia (Corte
Constitucional de Colombia, Sentencia T-323, 2024).

En segundo lugar, Estados Unidos ofrece el marco jurisprudencial
mids influyente en materia de copyright a nivel global, especialmente
en torno a la doctrina del fair use, la exigencia de autoria humana
(U.S. Copyright Office, 2023) y los casos emblemdticos que han
analizado la generacién automatizada de contenido, el entrenamien-
to de modelos con obras protegidas y la responsabilidad por el uso
de sistemas de IA en litigios, como 7homptson Reuters v. Ross intelli-
gence, Thaler y Mata v. Avianca, entre otros que se abordardn en este
articulo. La eleccidn de estos casos obedece a la importancia que han
generado por la influencia del uso de la inteligencia artificial tanto
en la sustentacién de argumentos como en la relacién con derechos
de propiedad intelectual. Estos casos, al ser pioneros en el mundo,
han marcado una linea importante de referencia para casos homélo-
gos en diferentes jurisdicciones a nivel global y en referencias acadé-
micas (Palacio Puerta y Monroy Rodriguez, 2024).

Finalmente, la Unidn Europea presenta el ecosistema regulatorio
mds robusto y estructurado del mundo en materia de inteligencia
artificial, combinando la Directiva 2019/790 sobre derechos de au-
tor en el mercado tnico digital, los regimenes de texto y mineria de
datos text and data mining (TDM) y la reciente Ley de Inteligencia
Artificial (Al Act) de 2024, que establece obligaciones especificas
para modelos generativos y sistemas de alto riesgo. Asi, la articula-
cién comparada de estos tres sistemas: uno latinoamericano hibri-
do, uno de common law con fuerte impronta jurisprudencial y uno
de derecho continental con regulacién avanzada permite identificar
patrones comunes, tensiones conceptuales y posibles rutas de armo-
nizacién en torno a autoria, licitud del entrenamiento y responsabi-
lidad por el uso de IA.

En cuanto al estado de la cuestién, diversos autores —desde hace
ya varios aflos— han llamado la atencidén sobre la necesidad de ana-
lizar las categorias cldsicas del derecho de autor, como autorfa, ori-
ginalidad y titularidad a la luz de las obras generadas o asistidas por
IA (Guadamuz, 2017). La doctrina especializada en propiedad inte-
lectual ha advertido que la automatizacién de procesos creativos y la
reutilizacién masiva de datos protegidos cuestionan el modelo tradi-
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cional de proteccién basado en la creacién individual y en el vinculo
personal del autor con la obra (Bracamonte y Lizano, 2025) (Palacio
Puerta y Monroy Rodriguez, 2024). A su vez, estudios mds recientes
sobre inteligencia artificial y derecho han analizado los riesgos de
opacidad algoritmica, sesgos, falta de trazabilidad de las fuentes y
eventual infraccién masiva de derechos de autor durante las fases de
entrenamiento y uso de estos sistemas (Hutson, 2024).

Desde una perspectiva comparada, los debates actuales se estruc-
turan en torno a tres grandes ejes: i) la posibilidad de reconocer pro-
teccién autoral a contenidos generados por IA y el rol que podria
tener la intervencién humana en obras “hibridas”; ii) la licitud del
entrenamiento de modelos algoritmicos a partir de grandes volua-
menes de datos que incluyen obras protegidas, a la luz de las excep-
ciones y limitaciones al derecho de autor o el fzir use en el sistema
anglosajon; y iii) el impacto del uso de herramientas de IA generativa
en entornos especialmente sensibles, como la administracién de jus-
ticia, donde se ponen en juego derechos fundamentales y garantias
procesales. Este articulo se sitGia en ese cruce, con el propésito de
articular las discusiones sobre autoria y uso legitimo de contenidos
con los riesgos especificos que supone la automatizacion de tareas en
el campo juridico.

Asi, nuestro andlisis se estructura en torno a tres ejes problemd-
ticos: (1) la titularidad de las obras generadas con inteligencia arti-
ficial, a partir de los estdndares de originalidad y autorfa humana
vigentes en sistemas de common law y de derecho continental; (2)
la legalidad del uso no autorizado de contenidos protegidos para
el entrenamiento de modelos de IA generativa, examinando tanto
normas internas (como la Ley 23 de 1982 y la Decisién Andina 351)
como desarrollos recientes en la Unién Europea y Estados Unidos; y
(3) el uso de IA en entornos judiciales, con énfasis en cémo estas he-
rramientas pueden incidir en la motivacién de las decisiones, la in-
dependencia judicial y el respeto de los derechos de propiedad inte-
lectual. No se pretende, por tanto, ofrecer un inventario exhaustivo
de todos los desarrollos normativos y jurisprudenciales, sino analizar
un conjunto acotado de casos paradigmdticos que ilustran los desa-
fios mds relevantes para el derecho de autor en tiempos de ChatGPT.
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3. La propiedad intelectual: fundamentos, evolucion y desafios
ante la inteligencia artificial

El progreso humano, impulsado por la creatividad y la innovacién,
ha dado lugar a innumerables invenciones, obras y soluciones que
han transformado radicalmente nuestra forma de vida. En este con-
texto, la proteccién de dichas creaciones se ha convertido en un
componente esencial para garantizar que los autores, inventores y
artistas puedan beneficiarse legitimamente del fruto de su trabajo.
De esta necesidad ha surgido y evolucionado el régimen juridico
de la propiedad intelectual (PI), que reconoce el valor econémico,
moral y social de las creaciones humanas y promueve su proteccién
como un incentivo para la investigacién, el desarrollo y la creativi-
dad (Rengifo, 1997).

De acuerdo con la OMPI (2020), la PI abarca invenciones, obras
literarias y artisticas, simbolos, nombres e imdgenes utilizados en el
comercio. Esta concepcién reconoce que cientificos, artistas, escrito-
res, inventores y empresas dedican tiempo, recursos y habilidades in-
telectuales a generar productos originales y valiosos. En consecuen-
cia, se ha consolidado la necesidad de que cada pais cuente con una
legislacién nacional robusta en materia de propiedad intelectual,
orientada a fomentar la innovacién, regular el uso de las creaciones
y garantizar los derechos de quienes las producen (OMPI, 2021).

Dentro del sistema de PI, el derecho de autor ocupa un lugar
central. Segiin la (OMPI, 2020), este derecho no solo protege li-
bros, musica, obras pldsticas, esculturas o peliculas, sino también
programas de soffware, bases de datos, anuncios, mapas y dibujos
técnicos. Asimismo, extiende su proteccién a quienes tienen una re-
lacién directa con las obras protegidas, como los artistas intérpretes
o ejecutantes, los organismos de radiodifusién y los productores de
fonogramas (Direccién Nacional de Derechos de Autor, 2021). Esta
amplitud normativa busca equilibrar los derechos de los creadores
con el interés publico en el acceso a la cultura, la informacién y la
educacién (Lipszyc, 2017).

El derecho de autor se divide en dos dimensiones fundamentales:
los derechos patrimoniales y los derechos morales (OMPI, 2020).
Los derechos patrimoniales le otorgan al titular el control exclusivo
sobre el uso econémico de su obra, incluyendo su reproduccion,
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traduccidn, distribucién, transformacién, puesta a disposicién y co-
municacién publica, asi como cualquier forma de explotacién eco-
némica de la obra (Flérez y Woolcott, 2015). Su vulneracién puede
dar lugar a sanciones civiles o penales (Olarte y Rojas, 2015) y su
titularidad puede transferirse mediante licencia, cesién, contrato de
obra por encargo, contrato laboral, contrato de servidores publicos
o inclusive por herencia (Sdenz, 2018). Por su parte, los derechos
morales garantizan esa relacién intrinseca del autor con la obra y
propenden, entre otros, el reconocimiento de la autoria y la inte-
gridad de la obra, protegiendo la reputacién del creador frente a
alteraciones no autorizadas o usos que afecten su honor y reputacién
(Flérez, 2025).

Desde el punto de vista doctrinal, diversas teorfas han fundamen-
tado la existencia del derecho de autor y de la propiedad intelectual
en general. La primera de ellas, de cardcter naturalista, considera que
la proteccién surge del vinculo entre el autor y su obra, como ex-
presién directa de su personalidad y esfuerzo creativo (Heinemann,
2012). La segunda teoria, basada en criterios de recompensa, sostie-
ne que debe otorgérsele al creador un derecho exclusivo como com-
pensacién por su aporte al conocimiento o la cultura (Antequera,
2021). Una tercera perspectiva se enfoca en la necesidad de garan-
tizar exclusividad sobre las invenciones, especialmente en el campo
de las patentes, para promover la inversién y la competencia leal
(Heinemann, 2012).

El reconocimiento juridico de la propiedad intelectual tiene rai-
ces histéricas profundas. En la Venecia del siglo XV, ya se concedian
privilegios a inventores como forma de proteger sus creaciones (Hei-
nemann, 2012). En el Reino Unido, ya en 1709 hubo una impor-
tante codificacién en materia de derechos de autor con el Estatuto de
la reina Ana. (Bently et al., 2010). Posteriormente, se consolidaron
tratados internacionales clave, como el Convenio de Paris (1883)
para la proteccién de la propiedad industrial, el Convenio de Berna
(1886) sobre obras literarias y artisticas y el Tratado de Cooperacién
en materia de Patentes (1970), entre otros (Lipszyc, 2017). Estas
normas sentaron las bases del sistema multilateral de PI que sigue
vigente hoy.

No obstante, el avance acelerado de las tecnologias digitales
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(Dash et al., 2021) y, en particular, de la inteligencia artificial (IA)
ha desafiado los limites tradicionales de la PI (Sopilko et al., 2023)
y ha generado una urgente necesidad de actualizacién normativa.
Las obras creadas o generadas con el apoyo de herramientas de IA,
como ChatGPT, ponen en cuestién nociones fundamentales como
autoria, originalidad, titularidad y responsabilidad. Ademis, la reu-
tilizacién masiva de datos, muchos de ellos protegidos por derechos
de autor, para entrenar modelos de lenguaje suscita preocupaciones
sobre posibles infracciones y apropiaciones indebidas.

Ante estos desafios, la comunidad internacional ha comenzado
a adoptar nuevos instrumentos y tratados que complementan los
marcos cldsicos. Ya desde la irrupcién de internet en el mundo, se
han destacado instrumentos regulatorios de propiedad intelectual y
derechos de autor a nivel internacional, como el Tratado de la OMPI
sobre Derecho de Autor de 1996 (WCT), el Tratado de la OMPI
sobre Interpretacién o Ejecucién y Fonogramas de 1996 (WPPT) y
el Tratado de Beijing sobre Interpretaciones y Ejecuciones Audiovi-
suales de 2012 (OMPI, 2020).

Sin embargo, todavia es necesario avanzar hacia una regulacién
mds precisa y actualizada de los escenarios relacionados con la IA y
la propiedad intelectual que logre proteger tanto los derechos de los
creadores humanos como la circulacién ética del conocimiento en
la era digital. En los siguientes apartados indagaremos sobre los es-
fuerzos que estdn haciendo bloques de paises y Gobiernos en general
para generar herramientas que, aunque por lo pronto son del llama-
do soft law, estdn sirviendo de base a lo que podria ser una regulacién
internacional del derecho de autor y la propiedad intelectual alrede-
dor de la inteligencia artificial.

4. ChatGPT: caracteristicas, funcionamiento e implicaciones de
la inteligencia artificial generativa

La inteligencia artificial generativa (IA generativa) es una rama de
la inteligencia artificial que permite a las mdquinas crear contenido
nuevo y original a partir de datos existentes. A diferencia de otras
formas de IA que se limitan a clasificar, identificar o predecir resul-
tados con base en informacién previamente estructurada, los mo-
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delos generativos tienen la capacidad de producir texto, imdgenes,
audio, video o c6digo de manera auténoma (Kissinger et al., 2022).
Esta tecnologia ha sido aplicada con éxito en multiples sectores: por
ejemplo, herramientas como DALL-E y Midjourney generan ilus-
traciones e imdgenes a partir de descripciones textuales, mientras
que plataformas como Synthesia permiten crear presentadores de
video completamente digitales que imitan el habla y la gestualidad
humana. En el dmbito musical, modelos como Jukebox de OpenAl
han sido entrenados para componer piezas musicales originales que
imitan estilos y géneros diversos (Susskind, 2025).

Estas tecnologias, si bien ofrecen oportunidades creativas sin pre-
cedentes, también han planteado desafios importantes en el plano
ético, juridico y cultural. ;Quién es el autor de una obra creada por
una miquina? ;Puede una inteligencia artificial generar una obra
original o simplemente remezcla contenido ya existente? (Aucejo y
Ramén, 2023).

Estas preguntas cobran especial relevancia con el desarrollo de
modelos de lenguaje como ChatGPT, uno de los ejemplos mds em-
blemadticos de IA generativa textual. Disefiado por OpenAl, es ca-
paz de producir respuestas detalladas, redactar documentos, explicar
conceptos, resolver problemas y mantener conversaciones fluidas en
lenguaje natural, lo que lo convierte en una herramienta de am-
plio alcance, pero también en un objeto de debate juridico, espe-
cialmente en lo que respecta a los derechos de autor, la fiabilidad de
sus respuestas y el uso de contenido protegido en su entrenamiento
(Malench, 2024).

ChatGPT es una herramienta basada en inteligencia artificial fun-
dada en el afo 2015. Desde su aparicién publica en 2022, se ha conso-
lidado como uno de los modelos de lenguaje mds avanzados del mun-
do, con mdltiples aplicaciones que incluyen la generacién de texto, la
traduccién automadtica, la redaccién de correos, articulos, presenta-
ciones, resimenes, estructuras de blogs, discursos y, en sus versiones
mis recientes, incluso generacién de imdgenes, videos y capacidades
de sintesis de voz (OpenAl, 2022) (Aucejo y Ramén, 2023).

El término CharGPT surge de la combinacién de char (conver-
sacién) y “GPT” (Generative Pre-trained Transformer), haciendo
referencia a una arquitectura de red neuronal basada en transfor-
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madores.” Esta arquitectura, introducida en 2017, revolucion el
procesamiento del lenguaje natural al permitir que el modelo ana-
lizara relaciones complejas entre palabras sin necesidad de proce-
sarlas secuencialmente, gracias a mecanismos como la autoatencion
(self-attention). Esto se traduce en una mayor eficiencia para com-
prender el contexto de una frase, generar respuestas mds coherentes
y reducir significativamente los tiempos de procesamiento (Ballen
Riveros, 2023).

La eficacia de ChatGPT depende tanto de su arquitectura algo-
ritmica como de los conjuntos de datos (datasets) sobre los que fue
entrenado. Estos datasets, compuestos por grandes volimenes de
informacién textual disponible publicamente, constituyen la base
sobre la cual el modelo “aprende” a generar nuevas respuestas (Ortiz,
2024). De ahi que la calidad, diversidad y licitud de los datos utili-
zados en el entrenamiento tengan implicaciones técnicas, juridicas y
éticas de gran relevancia (Perlman, 2023).

Desde el punto de vista funcional, ChatGPT se comporta como
un sistema de interaccién conversacional hombre-maquina. El usua-
rio formula preguntas o solicitudes en lenguaje natural sin preocu-
parse por una sintaxis formal, y el modelo responde generando texto
nuevo que simula razonamiento humano (Kissinger et al., 2022). A
diferencia de los motores de bisqueda tradicionales, no proporciona
vinculos o listas de documentos, sino que “sintetiza” informacién a
partir de patrones y estructuras aprendidas, lo cual puede mejorar la
precisién aparente, pero también plantea riesgos de opacidad, falsedad
o uso indebido de contenidos protegidos (Aucejo y Ramén, 2023).

Las principales aplicaciones de ChatGPT (Ortiz, 2024) pueden
resumirse en ocho grandes dmbitos (Susskind, 2025):

1. Generacion automdtica de texto: el modelo puede crear respues-
tas, articulos, ensayos, guiones, resimenes, entre otros, de forma
coherente, légica y contextualizada.

5  La inteligencia artificial permite a las mdquinas imitar habilidades humanas
como aprender, comprender y tomar decisiones. Sus aplicaciones pueden reco-
nocer objetos, entender lenguaje, aprender de la experiencia, hacer recomenda-
ciones y actuar de forma auténoma, como en el caso de los autos sin conductor.
Ver: https://www.ibm.com/mx-es/think/topics/artificial-intelligence
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Mejoras en sistemas de biisqueda: gracias a su capacidad para com-
prender la intencién del usuario, puede mejorar la experiencia
de consulta, aunque la exactitud de los datos sigue siendo cues-
tionable.

Desarrollo de chatbots y asistentes virtuales: su capacidad de man-
tener conversaciones naturales lo convierte en una herramienta
ideal para tareas de atencién automatizada.

Procesamiento del lenguaje natural (PLN): se emplea en sistemas
de traduccién, andlisis de sentimientos, clasificacién textual y
extraccion de informacién.

Traduccion multilingiie en tiempo real: traduccién instantinea
entre mds de 50 idiomas, manteniendo el contexto y el tono del
texto original.

Interaccidn por voz: modo de conversacién por voz, permitiendo
didlogos naturales y fluidos con el asistente.

Andlisis y generacion de imdgenes: interpretacién de imdgenes
proporcionadas por el usuario, ofreciendo descripciones detalla-
das, asf como la generacién de imdgenes a partir de descripciones
textuales, incluyendo ilustraciones y graficos.

Programacion y depuracion de codigo: escritura, revisién y correc-
cién de cédigo en mdltiples lenguajes de programacién y expli-
cacién de fragmentos de cddigo y sugerencias para optimizacién.

En el campo juridico, ChatGPT ha comenzado a utilizarse con

fines diversos, desde la bisqueda rdpida de jurisprudencia y doctrina
hasta la generacién de borradores de documentos o andlisis prelimi-
nares de normas. Algunas de sus aplicaciones mds destacadas en el
entorno legal incluyen (Perlman, 2023):

Investigacion juridica asistida.

Elaboracién de contratos, demandas o resimenes legales preli-
minares.

Atencidn a usuarios a través de sistemas automatizados de orien-
tacion legal bésica.

Apoyo en andlisis normativos o argumentativos mediante simu-
laciones textuales.
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Sin embargo, estas utilidades también abren debates cruciales so-
bre la precisién de las respuestas, la posible reproduccién de sesgos,
la falta de trazabilidad de fuentes y la posible infraccién de derechos
de propiedad intelectual. En particular, el hecho de que el modelo
haya sido entrenado con datos extraidos de obras potencialmente
protegidas, como articulos, libros, trabajos académicos o cddigo
fuente, plantea dudas sobre la licitud del proceso de entrenamiento
y la autoria de los textos generados.

La version GPT-4 Turbo, lanzada en noviembre de 2023, inclu-
y6 mejoras significativas como una ventana de contexto ampliada
de hasta 128.000 rokens (aproximadamente 300 pdginas de texto),
capacidades multimodales (visién y voz) y un entrenamiento actua-
lizado hasta abril de 2023. Estas mejoras tecnoldgicas elevaron atn
mds su capacidad, pero también aumentan su alcance potencial de
impacto en dmbitos creativos, juridicos, académicos y comerciales
(Aucejo y Ramoén, 2023).

La versién mds reciente de ChatGPT es GPT-40 (la “o” significa
omni), lanzada por OpenAl el 13 de mayo de 2024. Este modelo
multimodal es capaz de procesar y generar texto, imdgenes y audio
en tiempo real, ofreciendo una experiencia de interaccién mds na-
tural y fluida. A partir del 30 de abril de 2025, GPT-4 fue retirado
de ChatGPT y reemplazado por completo por GPT-4o. Este es mds
rdpido y eficiente que sus predecesores, con mejoras significativas en
la comprensién y generacién de contenido en mdltiples formatos.
Ademds, estd disponible de forma gratuita para todos los usuarios
de ChatGPT, aunque los suscriptores de ChatGPT Plus tienen un
limite de uso cinco veces mayor (Levin, 2024).

En definitiva, ChatGPT es mucho mds que un charbor. Es una
manifestacién concreta de la inteligencia artificial generativa, cuya
versatilidad promete transformar multiples industrias, pero su utili-
zacién también exige una profunda reflexién juridica, especialmente
en relacién con la autoria, la responsabilidad, la fiabilidad de sus
contenidos y la proteccién de los derechos de terceros en los entor-
nos digitales.
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5. Riesgos juridicos del uso de ChatGPT frente a la propiedad
intelectual y el derecho de autor

Frente al avance acelerado de las tecnologias basadas en inteligencia
artificial diversos paises han comenzado a implementar marcos re-
gulatorios destinados a evitar posibles vulneraciones a la propiedad
intelectual y los derechos de autor. En la Comunidad Andina, por
ejemplo, la Decisién 351 regula desde 1993 la proteccién de progra-
mas de ordenador (articulos 3 al 8), estableciendo que los derechos
de autor recaen en los creadores o titulares del soffware, quienes defi-
nen las condiciones de uso, la modificacién y la reproduccién del cé-
digo fuente u objeto (Comunidad Andina de Naciones, 1993). Sin
embargo, la irrupcién de herramientas como ChatGPT —capaces
de generar contenidos complejos mediante algoritmos entrenados
con grandes voliumenes de datos— ha desatado un debate juridico
global en torno a la titularidad, uso legitimo y responsabilidad frente
al contenido producido por estas plataformas (Guillén, 2023).

Como lo hemos advertido en este articulo investigativo, desde
el lanzamiento de la primera versién de ChatGPT en 2015, se han
desarrollado multiples versiones con capacidades ampliadas que han
generado preocupacién entre académicos, legisladores y juristas. Las
principales tensiones giran en torno a la falta de trazabilidad de las
fuentes utilizadas por estos modelos, el potencial uso indebido de
obras protegidas y el riesgo de que los resultados generados por la
IA sean utilizados sin verificacién o atribuidos erréneamente a hu-
manos. Esto ha llevado a que en algunos paises se prohiba su uso,
mientras que en otros se promuevan investigaciones para evaluar su
impacto y se implementen regulaciones progresivas.

En ese contexto, el trabajo de investigadoras (Wegrzyn y Khan,
2023) resulta interesante para evidenciar los riesgos derivados del
uso de ChatGPT, especialmente en los 4mbitos académico, juridico
y empresarial. En 2023 los abogados Kate Wegrzyn y Shabbi Khan
realizaron un experimento comparativo entre un abogado humano
y ChatGPT para analizar los principales desafios legales del uso de
inteligencia artificial generativa en el entorno laboral. Mientras que
ChatGPT gener6 répidamente un texto legible y conciso, carecié de
profundidad y omitié advertencias sobre posibles errores o “alucina-
ciones” en sus respuestas. Por otro lado, el andlisis humano, aunque
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mids lento, proporcioné una evaluacién mds detallada y critica de
los riesgos legales asociados al uso de estas herramientas (Wegrzyn y
Khan, 2023).

El articulo destaca diez cuestiones legales clave, incluyendo la
posible infraccién de derechos de autor tanto en el entrenamiento
como en los resultados generados por la IA, la falta de claridad sobre
la autoria de los contenidos producidos, los riesgos de confidencia-
lidad al ingresar informacién sensible y la posibilidad de sesgos o
inexactitudes en las respuestas. Se enfatiza la necesidad de que las
organizaciones establezcan politicas claras sobre el uso de IA genera-
tiva, revisen los términos de uso de estas herramientas y verifiquen
la precisién y legalidad de los contenidos antes de su utilizacién o
difusién. Este experimento subraya la importancia de la supervision
humana y el juicio critico al integrar tecnologias de IA en entornos
profesionales.

En este sentido, los riesgos legales en torno a la propiedad inte-
lectual y el derecho de autor pueden verse en los siguientes aspectos:

* Uso de datos y trazabilidad incierta

ChatGPT genera contenido a partir de modelos de lenguaje entre-
nados con grandes volimenes de datos, lo que le permite ofrecer
respuestas aparentemente “nuevas~ ante las consultas de los usuarios.
No obstante, al no contar con un sistema que garantice la trazabi-
lidad o el origen preciso de las fuentes, existe el riesgo de que su
contenido esté construido a partir de obras protegidas por derechos
de autor sin autorizacién previa (Lopez, 2024). Mds adelante ex-
ploraremos algunos casos que se han venido presentando sobre este
aspecto. Segun las politicas de OpenAl, los datos empleados durante
el entrenamiento incluyen informacién extraida de multiples fuen-
tes disponibles publicamente o con licencia, lo cual puede generar
resultados similares a textos preexistentes sin que el usuario lo sepa.
Esta incertidumbre en el origen de la informacién se convierte en un
riesgo latente de infraccién cuando los usuarios finales reproducen o
difunden el contenido sin verificar su licitud (Kawase, 2024).

* Posibles violaciones al derecho de autor
Se identifica una fuerte preocupacién sobre los productos que resul-
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tan de los sistemas de IA utilizados por los usuarios (en este caso, el
ChatGPT), identificindose una posible violacién sobre los derechos
de autor en dos casos: cuando se produce desarrollo y aprendizaje de
la TA y cuando se da la generacién y uso (Kawase, 2024).

En el primer caso, cuando se produce desarrollo y aprendizaje
de la A, es importante tener claro que los resultados del ChatGPT
surgen de la configuracién del algoritmo de la IA, nutrido por in-
formacién tomada de diferentes fuentes que se encuentran en la red,
cuyos datos pueden ser abiertos o con derechos de autor, debido
a que el sistema solo busca brindar una respuesta légica segin el
requerimiento del usuario, por ello es importante que las empre-
sas generadoras de la TA utilicen informacién abierta y, en caso de
informacién con derechos de autor, se evite su uso o se adquiera a
través de licencias con el fin de no incurrir en faltas (Wegrzyn &
Khan, Foley & Lardner, 2023). Ante esta realidad, se ha analizado
la posibilidad de considerar que se solicite la eliminacién o trans-
formacién de los algoritmos que hayan sido nutridos con datos que
tienen informacién de derechos de autor, se solicite su eliminacién
o transformacién.

Actualmente, los datos producidos por la IA ChatGPT son simi-
lares a los originales, por lo que el aplicativo establece que le “corres-
ponderia al usuario asegurarse de estar cumpliendo con los derechos
de autor y cualquier otra restriccién legal antes de usar cualquier
contenido generado por mi (ChatGPT)” (Rodriguez, 2023, pdrr.
7), es decir que, de no realizarse dicha verificacién, pueden llevar al
usuario a violar las leyes establecidas en cada pais sobre los derechos
de autor y exponerse si se atribuye esta produccién y la hace publica
o la expone.

A esto también se le suma el desconocimiento que puedan tener
los usuarios frente a las obras que tienen o no derechos de autor. Por
lo que se considera importante realizar la debida verificacién sobre
los propietarios de la informacién a la que el ChatGPT hace referen-
cia para darle un manejo adecuado.

Adicionalmente, existe a nivel general una gran polémica sobre
la autoria de la informacién que sale de las consultas realizadas en el
ChatGPT, debido a que el sistema indica:
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El autor gener6 este texto en parte con GPT-4o, el modelo de gen-
eracién de lenguaje a gran escala de OpenAl. Al generar un borra-
dor de lenguaje, el autor revisé, editd y revisé el idioma a su gusto

y asume la responsabilidad final del contenido de esta publicacién.

Es decir, es responsabilidad del usuario la informacién que se ge-
neré (Rodriguez, 2023), cuando en realidad esta fue producto de un
software de 1A 'y que en ningdn caso fue generada por el humano,
por ello se puede afirmar que dicha informacién no tiene un autor
determinado (Wegrzyn y Khan, 2023).

En consecuencia, podemos evidenciar cémo el uso de inteligen-
cia artificial generativa como el ChatGPT plantea riesgos juridicos
tanto en el proceso de entrenamiento de la IA como en la generacién
y difusién de contenidos por parte de los usuarios. Durante la fase
de desarrollo, si los algoritmos son alimentados con obras protegidas
sin la debida autorizacién o sin licencias vilidas, puede configurarse
una infraccién directa a los derechos de autor. De igual forma, cuan-
do el usuario emplea los resultados generados por la IA sin evaluar su
originalidad o procedencia, existe el riesgo de que incurra en plagio
o uso indebido de obras de terceros. OpenAl senala expresamente
que es responsabilidad del usuario verificar que el contenido genera-
do cumpla con las restricciones legales aplicables, lo cual refuerza la
necesidad de adoptar criterios estrictos de revisién antes de difundir
o comercializar cualquier producto derivado de ChatGPT (Wegrzyn
y Khan, 2023).

* Confidencialidad y proteccién de datos sensibles

Otro riesgo relevante es la posible exposicién de datos personales o
informacién confidencial al interactuar con ChatGPT. Si bien Ope-
nAl establece que no utiliza las conversaciones individuales para fi-
nes de entrenamiento en sus versiones de suscripcidn profesional, es
importante subrayar que el contenido introducido por los usuarios
puede ser almacenado y, eventualmente, utilizado en procesos de
mejora del modelo. Esto puede representar un riesgo si se introdu-
cen nombres, documentos, contratos u otros elementos protegidos
por cldusulas de confidencialidad o secretos comerciales. Por ello, se
recomienda abstenerse de ingresar informacién sensible en este tipo
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de plataformas sin una evaluacién previa del marco legal aplicable

(Wegrzyn y Khan, 2023).

* Términos de uso y licencias

El desconocimiento de los términos y condiciones de uso de herra-
mientas como ChatGPT puede generar consecuencias legales signi-
ficativas. Las plataformas de IA deben especificar con claridad qué
derechos de uso se conceden sobre el contenido generado, inclu-
yendo si estd permitido su uso comercial, su modificacién o su dis-
tribucién. OpenAl (2022), por ejemplo, autoriza en general el uso
comercial del contenido generado por sus modelos, pero recalca que
los usuarios deben garantizar que dicho uso no infringe los derechos
de terceros. Ante esta ambigiiedad, se recomienda a los usuarios leer
detenidamente los términos legales, las politicas de privacidad y las
licencias aplicables antes de incorporar estos contenidos en procesos
productivos, académicos o legales (Kawase, 2024).

* Sesgos algoritmicos e inexactitud

Una de las principales criticas hacia ChatGPT es la posibilidad de
que genere contenido sesgado, parcial o directamente incorrecto.
Debido a la forma en que los algoritmos han sido entrenados, los
modelos pueden reproducir prejuicios sociales, sesgos discriminato-
rios o errores ficticos. Ademds, el fenémeno de las “alucinaciones”
—respuestas inventadas que parecen verosimiles— puede inducir a
los usuarios a tomar decisiones equivocadas basadas en informacién
falsa. Esto es particularmente delicado cuando se trata de contenidos
juridicos, cientificos o académicos. Por tanto, resulta indispensable
validar de manera independiente toda la informacién proporcionada
por la herramienta, especialmente si se prevé su uso en contextos

formales (Wegrzyn y Khan, 2023).

* Responsabilidad legal del usuario

El uso de contenidos generados por ChatGPT puede acarrear res-
ponsabilidades civiles o incluso penales si se demuestra una infrac-
cién a derechos de autor o a otras disposiciones legales. Por ejemplo,
la distribucién de textos sin verificar su originalidad puede ocasio-
nar demandas por danos y perjuicios. En algunos ordenamientos,
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como el colombiano, la infraccién del derecho de autor puede de-
rivar en sanciones econdmicas, decomiso de material y, en ciertos
casos, penas privativas de la libertad (Kawase, 2024). Por ello, se
reitera que la responsabilidad sobre el uso y publicacién de conteni-
do generado por IA recae exclusivamente en el usuario, quien debe
ejercer una revisién critica, contrastar fuentes y, de ser necesario,
abstenerse de divulgarlo si no cuenta con plena certeza de su licitud
(Kawase, 2024).

Se podria concluir entonces que el ChatGPT debe usarse de
forma adecuada, realizando consultas pertinentes para que genere
resultados veridicos y apropiados, y que dichos resultados sean ma-
nejados de forma responsable por los usuarios, porque no se puede
olvidar que el ser humano es quien tiene el criterio suficiente y un
conocimiento especifico para hacer uso adecuado de los resultados
que arroja el sistema, los cuales se recomienda deben ser cotejados
para no incurrir en plagio o en infracciones y que la informacién sea
incorrecta, dando resultados inverosimiles que pueden llegar a afec-
tar investigaciones u obras que se generen, y que s€ muestre un aviso
de advertencia en el que se indique que esa informacién es tomada

del ChatGPT.

6. Principio de originalidad, obras generadas por la inteligencia
artificial generativa y el derecho de autor: una mirada
comparada
El principio de originalidad constituye una de las piedras angula-
res del derecho de autor. Este principio establece que, para que una
creacion sea protegida, debe reflejar un grado minimo de creativi-
dad o impronta personal del autor (Jaramillo, 2010). Sin embargo,
la irrupcién de la inteligencia artificial generativa (como ChatGPT,
DALL-E o Midjourney) ha puesto en tensién este criterio cldsico, al
introducir creaciones que, si bien novedosas y expresivas, no provie-
nen de un ser humano, sino de un algoritmo entrenado con grandes
voldmenes de datos (Urtubey, 2024).

Desde la perspectiva del derecho anglosajén, la originalidad se
evalda en términos de “esfuerzo intelectual” y “eleccién indepen-
diente”. La jurisprudencia de Estados Unidos, por ejemplo, estable-
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ce desde el caso Feist Publications, Inc. v. Rural Telephone Service Co.
(1991) que una obra debe ser el resultado de una autoria humana
con un minimo de creatividad. En consecuencia, la (U.S. Copyright
Office, 2024) ha sostenido en varias directrices que las obras crea-
das de forma completamente auténoma por sistemas de IA no son
susceptibles de proteccién bajo la Copyright Act, ya que carecen
del componente humano necesario para cumplir con el requisito de
originalidad. Esta doctrina fue recientemente reafirmada en 2023
en la negativa de registro del cémic Zarya of the Dawn en sus partes
generadas por Midjourney (U.S. Copyright Office, 2023).

En 2022, la autora Kristina Kashtanova solicité el registro de de-
rechos de autor ante la U.S. Copyright Office para su cémic titulado
Zarya of the Dawn. La obra incluia texto escrito por la autora y una
serie de imdgenes generadas con el modelo de inteligencia artificial
Midjourney, una plataforma que les permite a los usuarios crear
imdgenes a partir de comandos escritos. El registro fue inicialmente
otorgado, pero, al hacerse publico que las ilustraciones fueron gene-
radas por IA, la Copyright Office inici6 una revision del caso (Sans,
2023).

En febrero de 2023, la Oficina concluyé que las imdgenes ge-
neradas por Midjourney no cumplian con los requisitos necesarios
de originalidad para ser protegidas por derechos de autor, ya que
no fueron creadas por una persona humana y no habia suficiente
control creativo por parte de la autora sobre los resultados. En conse-
cuencia, el registro fue modificado para excluir las imdgenes creadas
con IA, limitando la proteccién tinicamente al texto, a la disposicién
creativa de las pdginas y a los elementos seleccionados por la autora

(U.S. Copyright Office, 2023).
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Figura 1. Zarya of the Dawn. Fuente: Pina (2023).

Este caso es clave en la jurisprudencia contempordnea de los Es-
tados Unidos porque reafirma el criterio de la autorfa humana como
requisito esencial para la proteccién bajo la U.S. Copyright Act.
También sienta un precedente en cuanto a la evaluacién de obras hi-
bridas en las que interviene una IA generativa y sugiere la necesidad
de mayor transparencia y regulacién sobre el grado de intervencién
humana en la creacidn.

Sin embargo, hay casos como el de Jason M. Allen v. U.S. Co-
pyright Office, que se origind cuando el artista estadounidense Ja-
son Allen intent6 obtener proteccién por derechos de autor para
su obra 7héitre D'opéra Spatial, una imagen generada con la he-
rramienta de inteligencia artificial Midjourney a partir de mds de
600 prompts y posteriormente editada con software adicional, y que
habia ganado un primer premio en el Colorado State Fair (Ka-
noonpedia, 2025).

La U.S. Copyright Office deneg6 en 2022 su solicitud de regis-
tro al considerar que la obra no exhibia “autoria humana” suficiente
porque el contenido principal habia sido generado por IA, lo que,
segin el criterio de la Oficina, excluye la proteccién bajo la ley de
derechos de autor de los Estados Unidos. Allen respondi6 en sep-
tiembre de 2024 presentando una demanda ante un tribunal federal
de Colorado para que se revirtiera esa decisién, argumentando que
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su intervencién creativa en el proceso, la concepcién de la idea, la
seleccién de prompts, los ajustes y la edicién posterior merecian el
reconocimiento de autorfa y proteccién juridica.®

Desde el punto de vista juridico, el andlisis destaca varias lineas
argumentativas criticas: por un lado, Allen sostiene que la negativa
de la Oficina no se ajusta al enfoque tradicional de originalidad y
creatividad (minimal level of creativity) que ha sido aceptado incluso
cuando se usan herramientas tecnoldgicas, y citas precedentes (como
Burrow-Giles Lithographic Co. v. Sarony) que reconocen obras crea-
das con ayuda de aparatos técnicos siempre que exista control creati-
vo. Por otro lado, critica que la restriccién impuesta por la Oficina al
relegar la aportacién humana frente a la “contribucién de IA” rompe
con el principio de neutralidad tecnolégica y podria desalentar la in-
novacion artistica asistida por IA. Allen argumenta que sus decisio-
nes disenadas para lograr el resultado final, seleccién de pardmetros,
ajustes iterativos y edicidén posterior constituyen una autoria valida y
que la postura de la Oficina termina por imponer limites inconstitu-
cionales o no fundados en la ley de copyright existente.”

El caso refleja las tensiones actuales entre las pricticas artisticas
asistidas por IA y los estdndares tradicionales de la ley de copyright,
en los cuales la creatividad y la contribucién humana siguen siendo
requisitos fundamentales para la proteccién autoral y emergen pre-
guntas muy interesantes como ;que se consideraria como creacién
humana cuando hay alguna intervencién de la IA? o ;c6mo se adap-
tardn los sistemas tradicionales de copyright a la era de la inteligencia
artificial?

6 Allen v. Perlmutter, 1:24-cv-02665, (D. Colo.), 2024.
7 Idem.
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Figura 2. Théitre D opéra Spatial. Fuente. McDermott (2024).

Precisamente en la evolucién que ha tenido el uso de herramientas
de IA para la generacién de obras recientemente y de manera sorpresi-
va apareci6 el caso de la obra 7he Single Piece Of American Cheese, de-
cisién relevante de la U.S. Copyright Office en la que, el 30 de enero
de 2025, se acepté el registro de una obra visual generada con herra-
mientas de inteligencia artificial tras comprobarse una contribucién
humana creativa significativa en el proceso de creacién. El solicitante,
Invoke Al, explicé que no se traté de una simple salida automatica de
un modelo generador, sino de un proceso compuesto por multiples
etapas en las que un autor humano realizé la seleccién, coordinacién,
disposicién creativa y refinamientos manuales (como la expansién del
lienzo y el uso de técnicas de impainting), lo cual, segiin la Oficina,
cumplié con los requisitos de originalidad y autoria humana exigidos
por el Titulo 17 de la U.S. Copyright Act. En este sentido, la Ofi-
cina confirmé que las obras generadas integramente por IA siguen
siendo irregistrables bajo la legislacién vigente, pero que aquellas que
contienen aportaciones humanas sustanciales pueden ser protegidas,
reafirmando que la autoria humana es un requisito indispensable para
la proteccién por derechos de autor (Romeral, 2025).
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Este pronunciamiento se inscribe en un contexto mds amplio de
deliberacién normativa dentro de la U.S. Copyright Office, que ha
venido publicando guias y evaluando casos de forma individual para
establecer criterios claros sobre material generado con IA. En deci-
siones previas como las relacionadas anteriormente en este articulo
con obras producidas por sistemas sin intervencién creativa humana,
la Oficina habia denegado registros por falta de aportacién humana
directa, reforzando la idea de que la mera instruccién a una IA no
basta para conferir derechos de autor. La resolucién con Invoke Al,
por tanto, no modifica el principio de exigencia de autoria humana,
pero lo hace operativo al reconocer que determinar la suficiente crea-
tividad humana exige un andlisis caso por caso, evaluando no solo
la presencia técnica de IA en el proceso, sino también el grado y la
calidad de la intervencién humana en la obra final (Romeral, 2025).

How A Single Piece of American Cheese was made

¢
7
C
18
1
1%

IO UMW

The positive prompt

| h B - On the canvas, we expanded the working We inpainted that region (an Al technique
area of the image and brushed in additional where you regenerate part of an image
Wwas used to create three 1024x1024 images using a color detail. according to various settings, like denoising
finetuned SDXL model called CustomXL. strength, prompts, models, while preserving
other parts of the image.
We selected one of those images and added it to our
canvas to refine.

Figura 3. A Single Piece of American Cheese. Fuente: Kahn (2025).

Por el contrario, los sistemas continentales, como el europeo y el
latinoamericano (incluido Colombia), vinculan mds estrechamente
el derecho de autor con la personalidad del creador. En el modelo
civilista, la originalidad no se limita a la novedad formal, sino que
exige la manifestacién de la individualidad del autor (Antequera,
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2021). Esto explica por qué tanto el Convenio de Berna de 1886 sobre

derechos de autor, asi como las legislaciones nacionales en Francia,

Alemania, Argentina, Chile o Colombia, condicionan el reconoci-

miento de una obra a la autorfa humana. La Direccién Nacional de

Derecho de Autor (DNDA) en Colombia ha reiterado en sus con-

ceptos técnicos que una obra solo puede protegerse si proviene de

una persona natural, descartando asi que los textos, imdgenes o com-
posiciones musicales generadas por IA puedan acceder a derechos
exclusivos, salvo que haya una intervencién creativa significativa de
un humano en el resultado.

A continuacién, se resumen algunas de las resoluciones mds rele-
vantes de la DNDA:

*  Resolucion 137 del 2 de mayo de 2023. Se negé el registro de
la obra Conversaciones poéticas con ChatGPT: Poesia de la mente
artificial al considerar que, aunque el usuario proporciond poe-
mas como inspiracién, la respuesta generada por ChatGPT no
implic6 una creacién intelectual humana. (Direccién Nacional
de Derecho de Autor DNDA, 2023). La DNDA concluyé que
el contenido generado por la IA carece de originalidad y, por
tanto, no es objeto de proteccién por el derecho de autor (Véz-
quez, 2024).

*  Resolucion 147 del 18 de mayo de 2023. Se rechazé el registro de
la obra El poder de la inteligencia artificial: cuentos de ciencia fic-
cion escritos por CharGPT, argumentando que las creaciones ge-
neradas por IA, incluso con instrucciones humanas, no cumplen
con el requisito de ser producto del ingenio humano, esencial
para la proteccién autoral (Direccién Nacional de Derecho de
Autor, 2023).

*  Resolucion 185 del 14 de junio de 2023. Se deneg el registro
de varias obras de arte digital creadas mediante la herramienta
Midjourney (Direccién Nacional de Derecho de Autor, DNDA,
2023). La DNDA senalé que, aunque el solicitante proporcio-
né instrucciones a la IA, no hubo una intervencién concreta en
el proceso creativo del material generado, lo cual es necesario
segun la normativa vigente para considerar una obra como pro-

tegible (Ambito Juridico Legis, 2024).
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Estas resoluciones reflejan la postura de la DNDA de que, bajo la
legislacién actual, las obras creadas exclusivamente por inteligencia
artificial no pueden ser objeto de derechos de autor, ya que no cum-
plen con el requisito de originalidad derivada del ingenio humano.
Esta posicién estd en linea con las disposiciones de la Ley 23 de 1982
y de la Decisién Andina 351 de 1993, que establecen que solo las
personas naturales pueden ser reconocidas como autoras de obras
protegidas.

Una diferencia importante entre ambos sistemas es la manera en
que se trata la coautoria o la colaboracién entre humanos e inteligen-
cia artificial. En Estados Unidos, se acepta que una obra que com-
bine aportes humanos sustanciales y componentes generados por IA
pueda ser parcialmente protegida, siempre que el segmento humano
cumpla con el estdndar de originalidad, como en caso de Zarya of the
down. En cambio, en el sistema continental, la nocién de coautoria
requiere un vinculo juridico entre autores humanos y la IA no puede
figurar ni como sujeto ni como coautor. Esto genera incertidumbre
juridica sobre cémo proteger obras hibridas y qué parte del proceso
creativo es atribuible legalmente al humano.

Este dilema se agrava con la falta de transparencia en los sistemas
generativos. Las obras producidas por IA no siempre revelan con
claridad el grado de intervencién humana ni permiten identificar si
se trata de una creacién “guiada” por un autor o una generacién au-
tomdtica. Esta opacidad pone en entredicho tanto la proteccién de
la obra resultante como la posibilidad de asignar responsabilidad en
casos de infraccién. La Unién Europea ha abordado este aspecto par-
cialmente a través del Reglamento de Inteligencia Artificial (Consejo
de la Unién Europea, 2021), que impone deberes de transparencia
a los proveedores de modelos fundacionales, aunque sin resolver di-
rectamente el problema de la originalidad en el derecho de autor.

En suma, mientras el sistema anglosajén busca reinterpretar la
doctrina del fair use y la nocién de “autorfa humana minima’, el
modelo continental defiende la exclusividad humana como criterio
absoluto. Esta divergencia no solo plantea desafios para la proteccién
de nuevas expresiones artisticas y culturales, sino que también ten-
siona los regimenes internacionales de derecho de autor al no existir
un consenso global sobre cémo definir la originalidad en la era de la
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inteligencia artificial generativa (Palacio Puerta y Monroy Rodriguez,
2024). El debate sobre si debe crearse una categoria sui generis, si debe
reformularse la nocién de autor o si se debe establecer una titularidad
derivada al programador o usuario de la IA continda abierto y es uno
de los mayores retos del derecho de autor contempordneo.

Asi, los derechos de autor para las obras generadas por IA, al ser
un tema tan reciente, no encuentran una normativa unificada y la
interpretacién sobre la proteccién de este tipo de contenidos digi-
tales puede variar de un pais a otro, aunque la posicién mayorita-
ria estd en la aplicacién de proteccién tnicamente de las obras que
posean el requisito de la originalidad (Jiménez Cardona, 2024). El
derecho global (Zamora, 2023) apunta a la necesidad de generar una
regulacién para la inteligencia artificial frente a los derechos de autor
y propiedad intelectual (entre estos, el ChatGPT), pues cuenta con
una gran influencia frente a la creacién y proteccion de obras.

En Estados Unidos, las leyes de derecho de autor no protegen las
obras creadas inicamente por una computadora, pero existe una ex-
cepcidn, la cual se produce cuando un humano puede demostrar su
participacién en el producto de la IA de forma sustancial, por lo que
podria solicitar la proteccién de sus derechos de autor ((Wegrzyn y
Khan, 2023).

En Estados Unidos, La Comisién Federal de Comercio (FTC)3
ha generado mecanismos como la desagregacién algoritmica con el
fin de identificar si la informacién utilizada para segregar un algo-
ritmo por parte de una empresa sea legitima y veraz, sin violentar
los derechos de autor y que, en caso de presentarse dicha situacién,
deben eliminarse los datos con los que se nutrié la IA o el algoritmo
o los modelos utilizados para generar los modelos de informacién
que serdn utilizados por diversos usuarios (Wegrzyn y Khan, 2023).

Es importante tener en cuenta que el autor es una persona fisica,
por lo que existe desde el derecho de autor un fuerte cuestionamien-
to sobre si las obras generadas por un algoritmo podrian ser origi-
nales y si una mdquina podria considerarse autora. En este orden de

8 La FTC es la agencia de proteccién al consumidor de Estados Unidos. Su
misién es proteger a las personas de pricticas enganosas y fraudulentas y
promover la competencia.
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ideas, resulta necesario que la inteligencia artificial, en relacién con
sus creaciones, deben ser reguladas, dando patrones especificos que
permitan un grado de distincién entre la originalidad y la autoria de
la obra.

También es importante considerar la validez de las obras ya exis-
tentes que han sido modificadas por la inteligencia artificial, pues
hay regimenes —como las licencias de Creative Commons—tienen
como objeto el restablecimiento del equilibrio entre los derechos de
autor, las industrias culturales y el acceso publico a la cultura (Aucejo
y Ramén, 2023, p. 10).

Por otro lado, algunas legislaciones, como las de Hong Kong, India,
Irlanda, Nueva Zelanda y el Reino Unido, han optado por atribuirle la
autorfa de obras generadas por inteligencia artificial al programador o
a quien organiza su creacién. En el Reino Unido, la seccién 9.3 de la
Copyright, Designs and Patents Act, establece que, en obras generadas
por computador sin autor humano identificable, el autor serd quien
haya hecho los arreglos necesarios para su producciéon. Esta norma
reconoce el papel activo del programador o usuario humano, exten-
diendo la proteccién del derecho de autor a creaciones automatizadas
donde no hay intervencién creativa directa de una persona (Guada-
muz, 2017). Sin embargo, en el Reino Unido el criterio de origina-
lidad en la proteccién de las obras estd ligado a lo que los britdnicos
llaman el personal touch o “toque personal”, que debe estar presente en
la creacién de la obra para que esta pueda ser protegida (Ong, 2025).

Un ejemplo de esto es el caso THJ Systems Ltd v. Sheridan’ que
se originé por un conflicto entre Andrew Mitchell, creador del sof*
rware financiero OptionNET Explorer (ONE), y Daniel Sheridan,
su socio en una firma conjunta. Tras la disolucién de la sociedad,
Sheridan continué utilizando grificos generados por dicho soffware
en sus actividades comerciales, lo que llevé a THJ Systems a deman-
darlo por infraccién de derechos de autor y otros incumplimientos
contractuales.

El Tribunal de Apelacién del Reino Unido determiné que los
grificos generados por ONE podian recibir proteccién bajo el de-
recho de autor, ya que reflejaban decisiones creativas del desarrolla-

9 THJ Systems Ltd v. Sheridan ([2023] EWCA Civ 1354).
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dor, como el disefio, los colores y la disposicién visual, cumpliendo
asi el estdndar europeo de “creacién intelectual propia”. Aunque la
proteccién era limitada por el bajo grado de originalidad, la copia
no autorizada constitufa una infraccién (Vicente, 2024). Este caso
reafirma que, incluso en obras generadas por computador, se puede
reconocer autorfa cuando existe intervencion creativa humana, sin
necesidad de recurrir a la Seccién 9(3) de la Copyright, Designs and
Patents Act (Blum y Headdon, 2023).

Este caso reafirma que, en el Reino Unido, el esténdar de origi-
nalidad en el derecho de autor requiere una “creacién intelectual
propia”, incluso para obras generadas por computadora. Las decisio-
nes creativas, aunque minimas, pueden ser suficientes para otorgar
proteccién, pero la extensién de esa proteccién serd proporcional
al nivel de creatividad involucrado. Ademis, el caso destaca la im-
portancia de establecer claramente los derechos y obligaciones en
acuerdos de licencia y sociedad, especialmente en contextos donde
se utilizan herramientas tecnoldgicas para crear contenidos que po-
drian estar protegidos por derechos de autor.

Otro caso emblemidtico en el que analizé la seccién 9.3 de la
Copyright, Designs and Patents Act en el Reino Unido fue Nova
Productions Ltd v. Mazooma Games Ltd ¢ Ors.'® En este caso, Nova
Productions Ltd. desarrollé y comercializé un videojuego de billar
llamado Pocket Money, lanzado en 2001. Este incluia ciertas ca-
racteristicas visuales y funcionales particulares en su presentacion,
como la disposicién de la mesa de billar, los dngulos de cdmara y la
interaccién del jugador con la bola blanca mediante un cursor. Nova
alegd que otros videojuegos producidos por Mazooma Games Ltd.,
como Jackpot Pool, Trick Shot y Cue Ball, habian copiado elemen-
tos sustanciales de su videojuego, constituyendo una infraccién de
derechos de autor.

La acusacién de Nova se basaba principalmente en la idea de que
el look and feel (apariencia general y experiencia de usuario) de sus
juegos habia sido replicado por los demandados, asi como ciertos
gréficos estdticos generados por el soffware durante el juego. Sin em-
bargo, no se presenté evidencia de copia directa del cddigo fuente ni

10 Nova Productions Ltd v. Mazooma Games Ltd ¢ Ors ([2007] EWCA Civ 219).
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de elementos artisticos fijos, sino mds bien de similitudes funciona-
les y estéticas generales.

La defensa argumentd que, aunque los juegos compartian ele-
mentos tipicos del género (como el uso de una mesa de billar y bolas
numeradas), las expresiones visuales y los cédigos de programacién
eran distintos, y que Nova no podia reclamar monopolio sobre ideas
o conceptos generales de juego.

El tribunal determiné que las similitudes entre los videojuegos en
cuestién se referfan a ideas generales y no a la expresién especifica
de esas ideas. En particular, se concluyd que una serie de imdgenes
estdticas generadas por computadora no constituia una obra artisti-
ca unica protegida por derechos de autor. Ademds, en cuanto a las
obras literarias, se establecié que las ideas subyacentes a un programa
de computadora no estdn protegidas por derechos de autor; solo la
expresién concreta de esas ideas, como el cédigo fuente, puede ser
objeto de proteccidn.

El tribunal rechazé la nocién de que la apariencia y sensacién ge-
neral (look and feel) de un videojuego estuviera protegida por dere-
chos de autor. Se enfatizé que, sin una copia sustancial del cédigo
fuente o de elementos graficos especificos, no se puede considerar que
haya una infraccién de derechos de autor, incluso si el producto final
tiene una funcionalidad o apariencia similar (Stephens et al., 2010).

La decision reafirmé principios establecidos en casos anteriores,
como Navitaire v. easyjet, donde se concluyé que replicar la funcio-
nalidad de un programa sin copiar su cédigo fuente no constituye
una infraccién de derechos de autor. El tribunal también destacé
que la proteccién por derechos de autor no se extiende a ideas, méto-
dos de operacién o conceptos abstractos, y que intentar ampliar esta
proteccién podria convertir el derecho de autor en una herramienta
opresiva en lugar de un incentivo para la creatividad.

Asi, el Gobierno del Reino Unido estd considerando la posibili-
dad de derogar la Seccién 9(3) debido a su ambigiiedad ya la evo-
lucién de los estdndares de originalidad que enfatizan la creatividad
humana. La ausencia de un sistema formal de registro de derechos
de autor en el Reino Unido dificulta la recopilacién de datos sobre
c6mo se aplica la Seccién 9(3) en la prictica, lo que complica la eva-
luacién de su relevancia actual (Ong, 2025).
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La Unién Europea maneja un sistema donde no estd claramente
establecida la proteccién de los derechos de autor y la propiedad
intelectual'' de los resultados de una consulta realizada a la IA. Lo
anterior, debido a que se considera que la creatividad humana expre-
sada a través de la IA no genera una vulneracién, motivo por el cual
pueden identificarse derechos de autor en ciertas obras de arte que
no son protegidas y las empresa o autores no tiene cémo hacer valer
sus derechos de autor o propiedad intelectual; de alli la importancia
de tener proteccién de derechos de autor (Aucejo y Ramoén, 2023,
p- 7).

Por ejemplo, en Espana, el Real Decreto 611/2023, de 11 de
julio (Reglamento del Registro de la Propiedad Intelectual), espe-
cifica que el registro debe indicar claramente el nombre completo
y los datos de identificacién del autor o titular de los derechos de
propiedad intelectual de la obra, actuacién o produccién (Aucejo &
Ramén, 2023, p. 8).

Por otra parte, el Parlamento Europeo, en su Directiva (UE)
2019/789, establecié “las normas sobre derechos de autor para las
transmisiones en linea de los organismos de radiodifusién y a las
retransmisiones de programas de radio y televisién”, y en la Directiva
(UE) 2019/790 del Parlamento Europeo y del Consejo de 17 de abril
de 2019 sobre “los derechos de autor y derechos afines en el mercado
tnico digital” se modifican las Directivas 96/9/CE y 2001/29/CE.
Esto gener6 un cambio sobre los derechos de autor dentro del en-
torno digital, estableciendo un buen funcionamiento del mercado y
que la prestacién de servicios en linea determinados para programas
de radio y television tuvieran las garantias necesarias para que la in-
formacién retransmitida fuera protegida, incluyendo a los titulares
de derecho de contenido digital (Aucejo y Ramén, 2023).

En casos como Infopag, en la Unién Europea, se ha reforzado
el criterio de originalidad para otorgar titularidad sobre una obra.

11 Articulo 10 del Real Decreto Legislativo 1/1996: “La propiedad intelectual
incide todas las creaciones originales literarias, artisticas o cientificas expresa-
das por cualquier medio o soporte, tangible o intangible, actualmente cono-
cido o que se invente en el futuro”.
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Este caso se originé en Dinamarca cuando Infopaq, una empresa
dedicada al monitoreo de medios, utilizaba un proceso automati-
zado para escanear articulos de prensa, convertirlos a texto digital y
extraer fragmentos de once palabras que luego enviaba a sus clientes.
La Asociacién Danesa de Editores de Periddicos (Danske Dagblades
Forening) alegé que esta prictica infringfa los derechos de autor, al
reproducir partes sustanciales de obras protegidas sin autorizacién.
Infopaq argumentd que su proceso era legal porque solo copiaba
fragmentos breves y lo hacia de forma transitoria.'?

El Tribunal de Justicia de la Unién Europea (TJUE) fallé en 2009
que incluso la reproduccién de fragmentos tan breves como once
palabras puede estar protegida por derechos de autor si esos frag-
mentos contienen elementos que reflejen la expresién intelectual y
original del autor. El Tribunal sostuvo que el derecho de autor en la
Unién Europea protege toda obra que sea resultado de una creacién
intelectual propia, y que cualquier reproduccién que contenga esa
expresién, aunque sea minima, requiere autorizacién. Esta decisién
senté un precedente clave al definir el estdndar de originalidad y su
aplicacién incluso a partes pequenas de una obra, influyendo sig-
nificativamente en cémo se entienden los limites del uso justo y la
extraccién de contenido en entornos digitales.

A pesar de que el caso el caso Infopag no tuvo que ver directa-
mente con IA, ya que fue resuelto en 2009 por el TJUE (o sea, antes
de la popularizacién de la inteligencia artificial generativa actual), el
caso es absolutamente relevante en los debates actuales sobre la ti-
tularidad de obras generadas por inteligencia artificial (Ong, 2025).

Como vimos, el caso se centré en la digitalizacién y extraccién de
fragmentos de texto mediante un proceso automatizado, lo cual in-
volucraba escaneo, reconocimiento éptico de caracteres (OCR, por
sus siglas en inglés) y andlisis de contenido, pero no en sistemas que
“crean” o “generan” contenido, como los actuales modelos de IA (e.
g., ChatGPT o Midjourney).

Sin embargo, Infopaq es relevante para el debate contempordneo
sobre IA porque establecié un criterio amplio de proteccién para
fragmentos breves de obras protegidas si estos reflejan originalidad.

12 Infopaq International A/S v. Danske Dagblades Forening (C-5/08), 2009).
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Este principio ha sido invocado en discusiones sobre si los fragmen-
tos utilizados para entrenar modelos de IA —como textos, imdgenes
o musica— estdn protegidos por derechos de autor, incluso si se
usan parcialmente o de forma fragmentaria, asi que sus fundamentos
juridicos son clave para analizar la legalidad del entrenamiento y la
salida de modelos de IA generativa desde la perspectiva del derecho
de autor.

Frente al uso del ChatGPT en la docencia y la investigacion, se
considera que puede darse de forma racional y positiva para que con-
tribuya al aprendizaje, pero ya se han presentado casos en los cuales
ha sido utilizada para realizar investigaciones utilizando la IA (Au-
cejo y Ramoén, 2023), de alli la importancia de que se produzca una
regulacién adaptada a los diferentes tipos de invenciones, pues no
es lo mismo una obra literaria que una obra artistica o audiovisual,
producciones musicales o audiovisuales o investigaciones cientificas
(OMPI, 2020), donde los derechos de autor estin basados en su
originalidad y son resultado de su trabajo, esfuerzo y andlisis durante
un tiempo determinado.

Frente a la falta de regulacién, la Unién Europea emitié un pri-
mer reglamento sobre la inteligencia artificial en el ano 2021, que
concluyé con la Ley Europea de Inteligencia Artificial de 2024, la
cual tiene por objeto garantizar el desarrollo y la utilidad de los siste-
mas de inteligencia artificial, que incluyen mecanismos para la pro-
teccion de los derechos de autor y la propiedad intelectual (Consejo
de la Unién Europea, 2021).

En esta ley se establecieron cuatro niveles de riesgo: 1) riesgo mi-
nimo o nulo: cuando los sistemas de IA no plantean riesgos y no
estdn regulados ni afectados por el reglamento; 2) riesgo limitado:
aplica para los chatbots o los sistemas de IA generadores de contenido
obligados a informar a los usuarios que los resultados obtenidos son
producto de la IA, para que asi puedan tomar las decisiones sobre
su uso posterior; 3) riesgo alto: los sistemas de IA utilizado en el
diagnéstico de enfermedades, la conduccién auténoma y la identifi-
cacién biométrica de personas implicadas en actividades delictivas u
objeto de investigaciones penales deben cumplir requisitos y obliga-
ciones estrictos basados en la transparencia y la supervisién humana;
4) riesgo inaceptable: estd prohibido el uso de la inteligencia artificial
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que amenace la seguridad, los derechos y la subsistencia de las perso-
nas (Consejo de la Unién Europea, 2021).

La definicién de estos riesgos también conlleva la aplicacién de
sanciones por incumplimiento, basados en un porcentaje del volu-
men de negocios de la empresa en el afio anterior o un importe de-
terminado, y si se trata de pymes y empresas emergentes, se aplicardn
multas proporcionadas (Consejo de la Unién Europea, 2021).

Por otra parte, el Parlamento Europeo ha definido la necesidad
de generar una ley integral para regular la inteligencia artificial, asi
como diferentes organizaciones ya han generado recomendaciones,
gufas y principios para el manejo de la IA (Parlamento Europeo,
2023). Ante esa situacién, la Unién Europea ha aprobado en junio
de 2023 la “Primera ley integral del mundo sobre inteligencia arti-
ficial”, basada en la la resolucién (2020/2015(INI) del Parlamento
Europeo sobre los derechos de propiedad intelectual para el desarro-
llo de las tecnologias relativas a la inteligencia artificial (Parlamento
Europeo, 2023). Esta ley buscé que los sistemas IA utilizados en
la UE sean seguros, transparentes, trazables, no discriminatorios y
respetuosos con el medioambiente, pero que, a su vez, sean super-
visados por personas para evitar resultados erréneos y perjudiciales
(Aucejo y Ramoén, 2023, p. 14).

Esta ley mantiene los niveles de riesgo de la reglamentacién de
2020, pero, a la vez, incluye requisitos de transparencia frente a la
proteccion de los derechos de autor y el contenido generado por
la IA. Un ejemplo se da con las imdgenes, audios o videos que son
generados o modificados, los cuales deben ser debidamente etique-
tados con las anotaciones correspondientes al ser generados por el
ChatGPT.

El andlisis comparado demuestra que el principio de originalidad
sigue siendo el eje central de la proteccién autoral, pero enfrenta
una profunda tensién ante la emergencia de la inteligencia artificial
generativa. Mientras que el derecho anglosajén ha optado por reafir-
mar la necesidad de una intervencién humana minima como criterio
habilitante —excluyendo, en principio, las obras completamente ge-
neradas por JA—, el derecho continental ha mantenido una visién
mids rigida, basada en la conexién entre la obra y la personalidad
del autor humano. La postura de oficinas como la U.S. Copyright
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Office y autoridades como la DNDA colombiana ilustra la tenden-
cia dominante: sin autoria humana, no hay obra protegible. Sin
embargo, los sistemas anglosajones parecen mds proclives a aceptar
esquemas hibridos donde exista una contribucién humana discerni-
ble, mientras que los sistemas continentales carecen de herramientas
conceptuales y normativas claras para tratar estos supuestos.

Frente a esta falta de armonizacién, es urgente avanzar hacia una
regulacién internacional que reconozca la complejidad de las obras
generadas por IA, sin desdibujar los principios fundantes del dere-
cho de autor. Esta regulacién deberia contemplar al menos tres vias
posibles: reconocer derechos sobre obras hibridas cuando haya in-
tervenciéon humana sustancial, definir una categorl’a sui generis para
obras generadas exclusivamente por IA y establecer obligaciones de
transparencia y trazabilidad en los modelos de IA generativa. Ade-
mds, resulta necesario replantear la funcién del derecho de autor en
el entorno digital, garantizando el equilibrio entre la innovacién tec-
noldgica, los derechos de los autores humanos y el acceso a la cultu-
ra. En este nuevo panorama, el debate sobre la originalidad ya no es
solo una cuestién estética o filoséfica, sino un desafio normativo de
primer orden en la construccién del derecho de autor del siglo XXI.

7. Infraccidn a los derechos de autor en torno al entrenamiento
de los sistemas de inteligencia artificial generativa
El entrenamiento de sistemas de inteligencia artificial generativa
plantea serios desafios para el derecho de autor, especialmente en lo
relacionado con el uso de obras protegidas sin autorizacién. Estos
modelos, como ChatGPT, Midjourney o Stable Diffusion, requie-
ren grandes voliimenes de datos para aprender patrones de lenguaje,
imagen o sonido. Muchos de esos datos provienen de repositorios en
linea, bases de datos abiertas o incluso de contenidos protegidos por
derechos de autor que han sido extraidos sin licencia expresa de los
titulares. El problema juridico central radica en determinar si este
proceso de “entrenamiento” constituye una forma de reproduccién
o uso ilicito conforme a las legislaciones nacionales e internacionales
sobre derecho de autor (Palacio Puerta y Monroy Rodriguez, 2024).
Desde la perspectiva estadounidense, la defensa mds invocada por
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los desarrolladores de IA es el fair use o uso justo. Este principio
permite ciertos usos de obras protegidas sin autorizacién si cumplen
con criterios como el cardcter transformativo, el efecto en el mer-
cado de la obra original y la cantidad utilizada. No obstante, casos
como el de Authors Guild, Inc. v. Google, Inc. (2015), que permitié la
digitalizacién de libros con fines de indexacién, han sido utilizados
como justificacién para entrenar sistemas de IA con obras prote-
gidas. Sin embargo, criticos como Pamela Samuelson (2023) han
advertido que el entrenamiento de modelos generativos va més alld
del uso meramente funcional o informativo, ya que los sistemas pue-
den producir contenidos que compiten o imitan las obras originales,
afectando el mercado y la explotacién econdmica de los autores.

En Europa, la Directiva (UE) 2019/790 sobre derechos de autor
en el mercado unico digital establece ciertas excepciones para la mi-
nerfa de textos y datos (text and data mining, TDM), permitiendo
el uso de obras para estos fines, siempre que se respeten condiciones
como el acceso legal a los contenidos y la posibilidad de que los ti-
tulares excluyan sus obras mediante una reserva expresa. El articulo
4 de la Directiva permite la TDM, incluso con fines comerciales, lo
cual ha generado preocupacién sobre la amplitud del uso permitido
por parte de desarrolladores de IA (European Parliament, 2019).
Paises como Francia y Alemania han expresado reservas sobre la falta
de transparencia y trazabilidad de los datos utilizados, sefialando el
riesgo de vulneracién sistemdtica del derecho de reproduccién y del
derecho moral de los autores.

Casos recientes como Getty Images v. Stability AI han mostrado
cémo estas tensiones pueden llegar a los tribunales.' Este caso cons-
tituye uno de los litigios mds significativos en materia de propiedad
intelectual frente a la inteligencia artificial generativa y se desarroll6
ante el High Court of Justice del Reino Unido. Getty Images de-
mando a Stability A, la empresa detrds del modelo generativo Stable
Diffusion, por presunta infraccién de derechos de autor, derechos de
base de datos y marcas registradas al utilizar sin permiso millones
de imdgenes protegidas de su archivo para entrenar al modelo y al
permitir que Stable Diffusion generara contenidos que reproducian

13 Gerty Images (US), Inc. and others v. Stability AL, Inc., 2025.
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o inclufan marcas de agua asociadas a esas obras. La demanda se
centrd en si el proceso de scraping y utilizacién de dichas imagenes
para entrenar modelos de IA constitufa una copia no autorizada y
si la exportacién o el uso de ese modelo en el Reino Unido podia
entenderse como una infraccién secundaria de derechos de autor o
de bases de datos (Moreno, 2025).

En su fallo del 4 de noviembre de 2025, la High Court desestimé
la mayoria de los reclamos de infraccién de derechos de autor, de-
terminando que el modelo Szable Diffusion no contiene ni almacena
copias reproducibles de las obras protegidas por derechos de autor
de Getty vy, por tanto, no puede considerarse una “copia infractora”
bajo la normativa britdnica de copyright. Solo acogié parcialmente
las reclamaciones por infraccién de marca registrada relacionadas
con la aparicién de marcas de agua de Getty en algunos resultados
generados, aunque estas violaciones fueron consideradas de alcance
muy limitado. En consecuencia, el tribunal negé que la importacién
o el uso del modelo en el Reino Unido configurara una infraccién
secundaria de derechos de autor, en gran parte porque las activi-
dades de entrenamiento se llevaron a cabo fuera de la jurisdiccién
y no se demostraron actos infractores reproducidos en el modelo
mismo. Este resultado deja sin resolver de forma clara la cuestién de
si el entrenamiento de modelos de IA con contenidos protegidos sin
autorizacion constituye infraccién de derechos de autor, creando un
precedente importante, pero limitado, en cuanto a la regulacién de
la IA y la propiedad intelectual en el Reino Unido y el derecho de
copyright (Moreno, 2025).

Sin embargo, en Europa continental —puntualmente en Alema-
nia—, en el caso de la demanda presentada ante el Tribunal Regio-
nal de Munich por parte de GEMA, la entidad alemana de gestién
colectiva, contra OpenAl, se alegd que los modelos de IA —especi-
ficamente GPT y Sora— fueron entrenados utilizando sin autori-
zacién obras musicales y audiovisuales del repertorio administrado
por GEMA. Segun el documento, ésta sostiene que OpenAl realizé
copias no autorizadas de obras protegidas durante el proceso de en-
trenamiento, infringiendo el derecho exclusivo de reproduccién re-
conocido por la ley alemana y la europea de derechos de autor. Ade-
mds, GEMA argumenta que la explotacién comercial de modelos
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entrenados con estas obras compromete el derecho de comunicacién
publica, pues los usuarios pueden generar contenidos que imitan
estilos, composiciones o estructuras protegidas.'*

El Tribunal Regional de Munich, tras estudiar la admisibilidad y
el fundamento preliminar de la accién, admitié parcialmente la de-
manda, considerando que existian indicios suficientes de infraccién
para abrir el caso a un examen judicial méds profundo. El Tribunal
reconoci6 la relevancia juridica del proceso de entrenamiento, se-
fialando que la creacién de copias técnicas —incluso transitorias—
puede constituir una reproduccién infractora si no existe consenti-
miento del titular de derechos. Asimismo, el Tribunal subrayé que la
eventual licitud del TDM no puede ser invocada de manera absoluta
cuando la actividad de entrenamiento tiene fines comerciales y no
se ajusta a las excepciones europeas aplicables, especialmente cuando
los titulares han manifestado oposicién expresa. En consecuencia,
el caso avanzard hacia fases probatorias, consoliddindose como uno
de los litigios europeos mds relevantes en la determinacién de si el
entrenamiento de modelos de IA constituye una infraccién de dere-
chos de autor (Pascua Vicente, 2025).

En América Latina, aunque los marcos legales ain no han abor-
dado de manera especifica el entrenamiento de IA, entidades como
la DNDA (2023) en Colombia han comenzado a emitir conceptos
sobre la proteccién de obras frente al uso no autorizado por parte de
algoritmos. En un contexto global de incertidumbre, resulta indispen-
sable avanzar en estindares internacionales que obliguen a los desarro-
lladores de IA a garantizar licencias vélidas, mecanismos de exclusién
(opt-our) efectivos y registros transparentes sobre los datos utilizados
para el entrenamiento. De lo contrario, la expansién de la inteligencia
artificial generativa podria comprometer seriamente la sostenibilidad
del derecho de autor como herramienta de incentivo a la creacién.

Un ejemplo emblemadtico acerca de este tema lo encontramos en
el caso Thomson Reuters Enterprise Centre GmbH v. Ross Intelligence
Inc., el cual representa un hito en la jurisprudencia estadounidense
al abordar por primera vez si el uso de obras protegidas por derechos
de autor para entrenar sistemas de inteligencia artificial constituye

14  GEMA vs. OPENAI 2025.
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una infraccién. En 2020, Thomson Reuters demandé a Ross Inte-
lligence, una startup que desarrollaba una herramienta de busqueda
legal basada en IA, por utilizar sin autorizacién los resimenes de ju-
risprudencia (headnotes) y el sistema de clasificacién Key Number de
su plataforma Westlaw para entrenar a su modelo de procesamiento
de lenguaje natural. Aunque Ross Intelligence intenté inicialmente
obtener una licencia, al ser rechazada, recurri6 a un tercero para ge-
nerar bulk memos que, segtin el tribunal, reproducian sustancialmen-
te el contenido protegido de Westlaw (Wallis, 2025).

En febrero de 2025, el juez Stephanos Bibas del Tribunal de
Distrito de Delaware otorgé un fallo parcial a favor de Thomson
Reuters, concluyendo que Ross Intelligence infringié los derechos
de autor en al menos 2.243 headnotes. El tribunal desestimé las de-
fensas de Ross Intelligence, incluyendo uso legitimo (fzir use), uso
inocente, fusidn de ideas y escenas 4 faire. En su andlisis de los cuatro
factores del fair use, el juez determiné que el uso de Ross Intelligence
no era transformativo y tenfa un propésito comercial directo, lo que
pesé en contra de la aplicacién de esta doctrina.”

Este fallo es significativo porque establece que el uso de conteni-
do protegido para entrenar sistemas de IA no generativos, especial-
mente cuando se desarrolla un producto que compite directamente
con el original, no califica como uso legitimo. El Tribunal enfatizé
que, aunque los sistemas de IA pueden requerir datos para su entre-
namiento, esto no justifica la reproduccién no autorizada de obras
protegidas, especialmente cuando afecta el mercado potencial del
titular de los derechos.

El caso sienta un precedente importante en el debate sobre los
limites del uso de obras protegidas en el entrenamiento de sistemas
de inteligencia artificial. Aunque la decisién se centré en una IA no
generativa, plantea interrogantes sobre cémo se aplicard la doctrina
del fair use en contextos de IA generativa. Ademds, resalta la nece-
sidad de que los desarrolladores de IA obtengan licencias adecuadas
o utilicen datos no protegidos para evitar infracciones, marcando
un punto de inflexidn en la interseccién entre derechos de autor y
tecnologia emergente (Hunton, 2025).

15  Thomson Reuters Enter. Ctr. GmbH v. Ross Intel. Inc., 2025.
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Probablemente, estos antecedentes han impulsado a que algunas
empresas de inteligencia artificial que entrenan sus modelos con re-
pertorios de obras protegidas por el derecho de autor hayan comen-
zado a llegar a acuerdos con sociedades de autores. Es el caso del
acuerdo entre Warner Music Group (WMG) y Suno, una platafor-
ma de inteligencia artificial generativa de musica representa, lo que
representa un hito significativo en la interaccién entre los derechos
de autor tradicionales y las tecnologias de generacién automatizada
de contenido. El conflicto se originé cuando WMG vy otros sellos
discogrificos demandaron a Suno, alegando que el entrenamien-
to de sus modelos con material musical protegido sin autorizacién
constitufa una infraccién de derechos de autor y una competencia
desleal, dado que el sistema generaba composiciones que replicaban
estilos, estructuras y, en algunos casos, patrones asociados a obras
humanas. La disputa no solo puso de relieve la ausencia de marcos
normativos claros sobre el uso de repertorio protegido para entrenar
modelos de IA, sino también la tensién fundamental entre la inno-
vacion tecnolégica y la proteccién de los intereses de los creadores y
titulares de derechos en la industria musical (Shulman, 2025).

La resolucién del caso mediante un acuerdo de colaboracién y
licencia cambia el curso de la disputa de una légica estrictamente
confrontativa a una de cooperacién regulada. Segtin el pacto, Suno
desarrollard nuevas versiones de sus modelos basadas en material con
licencia de WMG vy se establecerdn mecanismos para que artistas y
compositores puedan optar por permitir el uso de sus obras, voces e
identidades en contenidos generados por IA, con compensacién eco-
némica y control creativo. Este resultado refleja un enfoque pragmi-
tico que reconoce que la IA generativa estd destinada a permanecer
como una herramienta creativa emergente, pero que su integracién
en el ecosistema cultural y comercial exige acuerdos contractuales
y licencias que preserven la autorfa humana y la retribucién justa.
Desde la perspectiva del derecho de autor, el caso ilustra la urgen-
cia de marcos regulatorios que equilibren la proteccién de los dere-
chos de los creadores con la promocién de innovacién tecnoldgica
y sugiere que soluciones hibridas entre licenciamiento y supervisién
ética son hoy mds efectivas que litigios prolongados en tribunales

(Shulman, 2025).
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De hecho, actualmente existen varias disputas jurisdiccionales
dirigidas a OpenAl y su modelo de IA, ChatGPT, de los cuales se
mencionardn algunos casos donde existe una controversia en el he-
cho de si hay o no violacién de los derechos de autor y propiedad
intelectual.

7.1 Caso Canadian News Outlets vrs. OpenAl

Esta demanda se instauré ante el Tribunal Superior de Justicia de
Ontario el 28 de noviembre de 2024 por el Grupo de Compa-
fifas de medios de comunicacién canadienses de gran formato con-
tra OpenAl, incluyendo OpenAl Inc., OpenAl GP, LLC, OpenAl
LLC, OpenAl Startup Fund I, LP, OpenAl Startup Fund GP I,
LLC, OpenAl Startup.

Los demandantes afirman que existe una infraccién de derechos
de autor por parte de OpenAl al usar contenido de los medios de
comunicacién canadienses lideres, como Toronto Star, CBC/Ra-
dio-Canada, Globe and Mail, Postmedia, Metroland y Canadian
Press, porque utiliza sus contenidos para entrenar al ChatGPT sin
autorizacién de uso de derechos de autor.

Los medios de comunicacién canadienses argumentan que Ope-
nAl es responsable de la vulneracién de derechos de autor y propie-
dad intelectual por las siguientes causas: 1) reproducir articulos de
noticias y otros contenidos protegidos por derechos de autor para
entrenar a sus modelos de lenguaje de gran escala (LLM) sin contar
con la autorizacién legal de los titulares de dichos derechos; 2) elu-
dir intencionalmente las medidas tecnolégicas de proteccién imple-
mentadas por los demandantes para impedir el respaldo y la copia
no autorizada de su contenido; 3) aprovecharse de forma injusta del
material protegido al utilizarlo para mejorar productos como Chat-
GPT, obteniendo asi beneficios comerciales y competitivos sin ofre-
cer compensacién alguna a los editores o titulares de los derechos.

Ante estos argumentos, OpenAl afirma que los datos utilizados
para el entrenamiento y aprendizaje del ChatGPT son de “uso justo”,
por lo que se considera que no se estd vulnerando ningtin derecho.

16 Caso No/Archivo Judicial NoCV-24-00732231-00CL
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Sin embargo, el Tribunal ha manifestado que, en caso de demostrarse
algin acto deliberado para cometer esta infraccién, deberd asumir las
consecuencias y asumir sanciones e indemnizaciones que apliquen.

Se considera que este en un caso sin precedentes, debido a que es
el primero de este tipo en Canadd, por lo que podria sentar las bases
legales en torno a las leyes de derechos de autor y la IA y cambiar la
forma en cdmo las empresas recopilan y entrenan los modelos de IA,
pues, para evitar vulneracién a los derechos de autor, seria necesario
obtener permisos o licencias de uso, asi como pagar tarifas por el
contenido que desean utilizar.

7.2 Caso The Intercept Media v. OpenAl y Microsoft

Esta demanda se instauré ante el Tribunal de Distrito de los Estados
Unidos Distrito Sur de Nueva York el 28 de febrero de 2024 entre
La Intercept Media Inc. contra OpenAl, Inc., OpenAl Group, LLC,
OpenAl, LLC, OpenAl OpCo, LLC, OpenAl Global LLC, OAI
Corporation, LLC, OpenAl Holdings, LLC y Microsoft Corpora-
tion por considerar que existe Violacién de la Ley de Derechos de
Autor para el Milenio Digital (DMCA).

La Intercept Media Inc. afirma que OpenAl y Microsoft han co-
metido una infraccién a los derechos de autor, conforme la Ley de
Derechos de Autor para el Milenio Digital (DMCA, por sus siglas
en inglés), al eliminar su informacién registrada dentro del adminis-
trador que tiene la Copyright Act, incluyendo el registro de los usua-
rios que hicieron uso del sistema de IA de algunos de sus articulos.
Ademds, afirman que, al hacerlo, OpenAl y Microsoft permitieron la
infraccién de derechos de autor por parte de los usuarios de OpenAl.

La demanda se basa en los siguientes argumentos: 1) violar la
DMCA al eliminar o alterar la informacién de gestién de derechos de
autor presente en los articulos de 7he Intercept, incluyendo nombres
de autores, titulos, condiciones de uso y otros metadatos relevantes,
vulnerando los derechos de quienes realizaron las obras originales; 2)
publicar contenido creado con inteligencia artificial que infringe los
derechos de autor de los demandantes, que, al eliminar la informa-

17 Caso Nol:24-cv-01515.
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cién de los derechos de autor, lleva a que los usuarios utilicen dicha
informacién; 3) no obtener una licencia para el uso del contenido de
The Intercept, a pesar de que OpenAl ha suscrito acuerdos de licencia
con otros editores, como Associated Press.

Dentro de las pretensiones de la parte demandante, solicitan una
indemnizacién por los dafios y perjuicios causados por OpenAl y Mi-
crosoft, para que se elimine el material al cual le fue suprimida la in-
formacién de derechos de autor y que asuman las costas del proceso.

Actualmente, el proceso estd en curso y seguramente se constitui-
rd en un importante precedente de este tipo de procesos sobre la pro-
teccién y garantias que debe mantenerse sobre los derechos de autor,
quienes pueden verse afectados al borrar de sus obras o creaciones
sus datos de origen y legalidad. En caso de que los creadores de los
modelos de A requieran de esa informacién para sus entrenamien-
tos, lo justo serfa realizar el pago de licencias y que estos respeten los
derechos de autor.

7.3 Caso Raw Story Media, Inc. y Alternet Media Inc. vrs.
OpenAl

Esta demanda se instauré ante el Tribunal de Distrito de los Estados
Unidos Distrito Sur de Nueva York el 28 de febrero de 2024, por
Raw Story Media, Inc. y AlterNet Media, Inc. contra OpenAl, Inc.,
OpenAl Group, LLC, OpenAl, LLC, OpenAl OpCo, LLC, Ope-
nAl Global LLC, OAI Corporation, LLC, OpenAl Holdings, LLC
por considerar que existe violacién de la DMCA.

La demanda de Raw Story y AlterNetans manifiesta que OpenAl
violé la DMCA al eliminar la informacién de administracién de
derechos de autor de sus obras originales con derechos de autor y
usar las versiones alteradas para entrenar a sus modelos de IA sin per-
miso, basindose en los siguientes argumentos: 1) violar la DMCA
eliminando intencionalmente detalles de derechos de autor como
nombres de autores, titulos y avisos de derechos de autor de las obras
de los demandantes; 2) al eliminar esta informacién, les permite a
los usuarios de ChatGPT participar sin saberlo en la infraccién de

18 Caso No 1:24-cv-0154.
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derechos de autor al compartir o copiar salidas generadas por Al
basadas en los trabajos con derechos de autor de demandantes, 3) no
otorgar licencias a los titulares de contenido con derechos de autor,
aunque OpenAl ha celebrado acuerdos de licencia con otros editores
en el pasado.

Este es otro caso que pretendia marcar un precedente que per-
mitiera que los periodistas y creadores de contenido tuvieran una
mayor proteccién sobre sus derechos de autor y que esa informacién
no sea utilizada dentro de los modelos de IA sin autorizacién y que
su uso se realice de forma transparente y licenciada.

El 7 de noviembre de 2024, la jueza Colleen McMahon desestimé
el caso, determinando que los demandantes carecian de legitimacién
activa segin el Articulo III de la Constitucién de los Estados Uni-
dos. La corte concluyé que los demandantes no demostraron una
lesién concreta y particularizada, ya que no presentaron evidencia de
que ChatGPT reprodujera sus obras sin la Copyright Management
Information CMI ni que esto les causara un perjuicio real. La jueza
sefal6 que la verdadera queja de los demandantes parecia ser el uso
de sus articulos para desarrollar ChatGPT sin compensacién, lo cual
no constituye el tipo de dano reconocido por la Seccién 1202(b)(1)
de la DMCA. Aunque se les permiti6 a los demandantes presentar
una queja enmendada, la corte expresé escepticismo sobre la posibi-
lidad de que pudieran alegar una lesién cognoscible.

Ante esa situacién, es importante tener en cuenta que, al no con-
tarse con una norma general aplicada a los modelos de IA, estos de-
berdn irse acogiéndose a la normativa que aplique en cada pais para
su uso, creacién y generacién de informacién y obras de parte de los
usuarios, asi como la composicién de la informacién que es tomada
para alimentar el aprendizaje de su algoritmo.

7.4 Caso The New York Times Company v. Microsoft
Corporation, Opendi Inc.
Esta demanda se instaurd ante el Tribunal Federal de Distrito en

Manhattan el 27 de diciembre 2023" por The New York Times

19 Caso No 1:23-cv-11195.
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Company contra Microsoft Corporation, Openai Inc., Openai
LLC, Openai Global LLC por considerar que existe infraccién de
derechos de autor.

The New York Times presenté una demanda contra OpenAl por
infraccién de derechos de autor por haber utilizado varios articulos
del periddico sin permiso para entrenar a sus modelos de IA (Chat-
GPT y la plataforma Copilot). El New York Times afirma que Ope-
nAl ha entrenado sus modelos de IA con un lenguaje (LLM), que, al
producir resultados, genera resimenes casi textuales sobre los articu-
los generados por el periédico y con un estilo muy similar al de sus
autores (periodistas y grupo de editores), infringiendo sus derechos
de autor y teniendo que asumir dafos legales y reales por las recla-
maciones de las compania, que se han visto afectadas con el manejo
descontrolado de esta informacién exclusiva del 7he New York Times.

Esta demanda busca generar un precedente importante sobre
cémo los tribunales deben definir el impacto que puede tener darle
un mal uso al contenido de las noticias, asi como la influencia de los
modelos de IA en los medios de comunicacién, y proteger las garan-
tias de los derechos de autor: que al determinarse una vulneracién de
derechos, se asuman las consecuencias legales, como el dano causado
por el uso ilegal de su trabajo para crear modelos de IA.

Con mds y mds demandas relacionadas con la infraccién de de-
rechos de autor en OpenAl de varias organizaciones de medios de
comunicacién, los resultados de estos casos podrian establecer pre-
cedentes legales para el drea gris actual entre la IA y los derechos de
autor y ayudar con la legislacién alrededor de este tema.

En suma, el andlisis comparado de los distintos litigios y posi-
ciones regulatorias revela que el entrenamiento de sistemas de inte-
ligencia artificial generativa se ha convertido en uno de los puntos
mis criticos y ain no resueltos del derecho de autor contempordneo.
Aunque algunos tribunales, como la High Court del Reino Unido
en Gerty Images v. Stability AI, han adoptado interpretaciones restric-
tivas sobre lo que constituye una reproduccién infractora en el 4m-
bito del entrenamiento algoritmico, otros érganos judiciales, como
el Tribunal de Munich en el caso GEMA v. OpenAl o el Tribunal de
Delaware en 7homson Reuters v. Ross, han mostrado mayor disposi-
cién a considerar que la copia técnica inherente al entrenamiento
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puede configurar una vulneracién significativa de los derechos exclu-
sivos de reproduccién y, en ciertos casos, de comunicacién publica.
Esta fragmentacién jurisprudencial evidencia que los marcos tradi-
cionales de copyright no fueron disefiados para enfrentar los modelos
de extraccién masiva de datos y andlisis algoritmico caracteristicos
del machine learning actual, generando una tensién estructural entre
innovacién tecnolégica, explotacién legitima de obras y sostenibili-
dad econdémica de los creadores.

De igual manera, los acuerdos recientes como el celebrado entre
Warner Music Group y Suno indican que, ante la ausencia de reglas
claras y uniformes, las soluciones contractuales y los esquemas de
licenciamiento comienzan a emerger como mecanismos pragmaéti-
cos para gestionar el conflicto. Sin embargo, dicha privatizacién de
la gobernanza del acceso a datos no puede sustituir la necesidad de
un marco normativo multijurisdiccional que establezca criterios mi-
nimos de transparencia, trazabilidad, licenciamiento y mecanismos
efectivos de exclusién para los titulares de derechos. La multiplici-
dad de demandas en Estados Unidos y Canad4, especialmente las
que giran en torno a la remocién de informacién de gestién de de-
rechos o al uso masivo de contenidos periodisticos sin autorizacién,
demuestra que la litigiosidad seguird en aumento mientras persista
la ambigiiedad juridica. En este contexto, la construccién de estdn-
dares internacionales robustos se perfila como un imperativo para
equilibrar de manera sostenible la innovacién en inteligencia artifi-
cial con la proteccién efectiva del derecho de autor en el ecosistema

digital global.

8. Legislaciones a nivel mundial sobre derechos de autor en
torno a la inteligencia artificial generativa
Debido a la polémica que ha generado el uso de inteligencia artificial
generativa como el ChatGPT y los resultados que esta genera, es
importante analizar las medidas que cada pais estd tomando frente
a su legalidad y la vulneracién de los derechos de autor y propiedad
intelectual en estos entornos.

En Espana, se considera que el ChatGPT es una IA que maneja
un gran volumen de datos traidos de textos y documentos, muchos
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de los cuales no son de libre circulacién y que son objeto de re-

gulacién conforme con el Real Decreto-ley 24/2016 (Covadonga

Maestro, 2023). A su vez, también se muestra la informacién que se

encuentra en internet, es decir, utiliza informacién de terceros, des-

conociendo su origen, pues el ChatGPT se nutre de datos disponi-
bles que pueden ser publicos o privados, pero que, al estar en la red,

no significa que puedan ser utilizados libremente (Rodriguez, 2023).

Consideran que existen tres formas legitimas en las cuales se pue-

de utilizar la informacién de terceros para fines de entrenamiento o

minado del ChatGPT (Covadonga Maestro, 2023):

a. Utilizando obras que estén en dominio publico respetando los
derechos morales de la obra, de conformidad con el articulo 41
de la Ley de Propiedad Intelectual (Real Decreto Legislativo
1/1996, de 12 de abril).

b. Informacién habilitada en una base de datos autorizadas para el
entrenamiento del ChatGPT dentro del articulo 133 y siguientes
de la Ley de Propiedad Intelectual (Covadonga Maestro, 2023).

c. Contenidos amparados dentro de los limites a los derechos de
explotacién para la mineria de textos y datos® (articulos 31 y
siguientes de la Ley de Propiedad Intelectual).

El Real Decreto Legislativo 1/1996, de 12 de abril, aprueba la Ley
de Propiedad Intelectual, regularizando, aclarando y armonizando
las disposiciones legales vigentes sobre la materia (Covadonga Maes-
tro, 2023). En el Art. 1 se establece que la propiedad intelectual de
una obra literaria, artistica o cientifica le pertenece a su autor, la cual
estd limitada por lo establecido en el Art. 5, que indica que dicha
autoria recae sobre una persona natural y que se pueden beneficiar
personas juridicas en los casos expresamente establecidos en la ley;
y el Art, 10. indica que son objeto de la propiedad intelectual todas

20 En la Unién Europea, bajo el limite de la minerfa de textos y datos previsto
en la Directiva 2019/790 OpenAl podria utilizar libremente contenidos de
terceros para entrenar al ChatGPT si: (a) OpenAl realizase minerfa de datos
con fines de investigacion cientifica (entendemos que no es el caso); o (b) si
OpenAl hubiese obtenido un acceso legitimo a una obra y el titular de los
derechos de dicha obra no se hubiese reservado los derechos para utilizar la
obra con fines minerfa de textos y datos.
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las creaciones originales literarias, artisticas o cientificas expresadas
por cualquier medio o soporte, tangible o intangible, actualmente
conocido o que se invente en el futuro (Aucejo y Ramén, 2023).

En Alemania, por el contrario, no se ha admitido ninguna ex-
cepcién al principio de autoria. En lugar de atribuir globalmente el
derecho, incluyendo las facultades morales a la persona juridica que,
salvo pacto en contrario, edita y divulga la obra bajo su nombre, re-
sultarfa mds adecuado establecer una presuncién de cesién de todas
las facultades patrimoniales a favor de dicha entidad, de este modo,
se preservaria el principio de autoria (Aucejo y Ramén, 2023). Para
dotar de mayor coherencia a esta solucidn, el derecho moral deberia
atribuirse a la persona o personas que realmente hayan concebido y
ejecutado la obra, es decir, a los verdaderos coordinadores del resul-
tado fruto de multiples aportaciones individuales (Kawase, 2024).

En abril de 2023, Italia se convirti6 en el primer pais en bloquear
el ChatGPT debido a que se consideré que podrian versen afecta-
dos los derechos de autor y que la privacidad de la informacién de
los usuarios no tendria garantias, al no contarse con una base legal
sobre los datos utilizados para entrenar al ChatGPT, debido a que
se presentd una violacién de datos relacionados con las conversacio-
nes de los usuarios y la informacién de pagos (BBC News Mundo,
2023).

También se cuestiona el criterio ético, debido a que la mdquina
no tiene la capacidad de determinar la edad del usuario, por lo que
los menores estarfan expuestos a respuestas inapropiadas acorde con
su edad (BBC News Mundo, 2023).

En mayo de 2025, la Oficina de Derechos de Autor de los Esta-
dos Unidos, en su informe denominado Copyright and Artificial In-
telligence Part 3: Generative Al Training, concluye que el uso de obras
protegidas por derechos de autor en el entrenamiento de modelos de
inteligencia artificial generativa plantea desafios complejos que no
se resuelven ficilmente con la doctrina actual de fzir use ni con los
mecanismos de licenciamiento voluntario existentes. Las practicas
actuales, especialmente el uso de grandes voliimenes de contenido
sin autorizacion explicita, pueden perjudicar los intereses econémi-
cos y morales de los autores (U.S. Copyright Office, 2025).

Aunque algunos usos podrian considerarse “transformativos” en
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el sentido juridico, la reproduccién sistemdtica de obras enteras o
sustanciales sin licencia ni atribucién y con fines comerciales pue-
de afectar negativamente los mercados actuales y potenciales de las
obras originales. Esto se agrava cuando los modelos generan conteni-
do que compite directamente con los creadores humanos. El informe
sugiere que, aunque los sistemas actuales de derecho de autor pue-
den acomodar parcialmente estos desarrollos, serd necesario evaluar
opciones regulatorias mds estructuradas. Entre ellas se encuentran:
(i) la adopcién de esquemas de licenciamiento colectivo extendido;
(ii) la obligatoriedad de transparencia respecto de los datos utilizados
en el entrenamiento; y (iii) la creacién de vias para que los titulares
de derechos opten por excluir sus obras de los procesos de entrena-
miento (U.S. Copyright Office, 2025).

La Oficina de Copyright analiza cémo se aplica el fair use al en-
trenamiento de IA, evaluando los cuatro factores tradicionales: pro-
p6sito y cardcter del uso (transformatividad y comercialidad), natu-
raleza de la obra utilizada, cantidad utilizada y efecto en el mercado.
Aunque no se pronuncia sobre casos especificos, destaca que el fair
use no siempre ampara el entrenamiento masivo y automatizado con
obras protegidas, especialmente cuando se afecta el mercado o la
posibilidad de licenciamiento. El informe explora alternativas de li-
cenciamiento voluntario, licencias colectivas ampliadas y modelos
de tipo legal obligatorio. Resalta que los desafios actuales no solo son
legales, sino también pricticos: es dificil obtener licencias masivas,
pero también es necesario compensar de manera justa a los titulares
de derechos. Se propone fomentar esquemas flexibles, transparentes
y técnicamente viables que garanticen tanto el desarrollo de la IA
como la sostenibilidad de la produccién cultural (U.S. Copyright
Office, 2025).

Finalmente, se hace un llamado a mantener el equilibrio entre
la innovacién tecnolégica y la proteccién de la creatividad humana,
destacando que cualquier regulacién futura deberd asegurar que el
ecosistema creativo no sea erosionado en beneficio exclusivo del de-
sarrollo tecnolégico.

Por su parte, la Unién Europea —también en mayo de 2025—
estableci6 el informe ejecutivo de la Oficina de Propiedad Intelec-

tual de la Uni6én Europea (EUIPO), titulado 7he Development of Ge-
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nerative Artificial Intelligence from a Copyright Perspective, en el que
examina como la inteligencia artificial generativa (GenAl) interactiia
con el derecho de autor en la Unién Europea. El estudio aborda
aspectos técnicos, legales y econdmicos, centrdndose en el uso de
contenido protegido para el entrenamiento de modelos de IA, las
herramientas disponibles para que los titulares de derechos reserven
sus obras y las tecnologias emergentes para identificar contenidos
generados por IA. Destaca la necesidad de equilibrar la innovacién
tecnoldgica con la proteccion de los derechos de los creadores, en un
contexto donde la transparencia en los procesos de entrenamiento y
generacién de contenido por parte de la IA es limitada (European
Union Intellectual Property Office, 2025).

El informe subraya que el acceso a contenido de alta calidad es
esencial para el desarrollo de servicios de GenAl. Sin embargo, mu-
chos desarrolladores de IA utilizan obras disponibles en linea sin
la autorizacién previa de los titulares de derechos. Aunque se estdn
desarrollando mecanismos para que los titulares de derechos puedan
excluir sus obras del entrenamiento de 1A, como las declaraciones
de exclusién (opr-out) y tecnologias de marcado, atin no existe una
solucién tnica y efectiva. La EUIPO sefala que la falta de estdnda-
res armonizados y mecanismos de cumplimiento eficaces dificulta la
proteccién de los derechos de autor en el entorno de la IA generativa
(European Union Intellectual Property Office, 2025).

Ademis, el estudio explora las oportunidades de licenciamiento
directo entre titulares de derechos y desarrolladores de IA, sefialando
que algunos acuerdos ya se han establecido, como los de Shutters-
tock y OpenAl con diversas organizaciones de medios. La EUIPO
también anuncia la creacién de un Centro de Conocimiento sobre
Derechos de Autor, destinado a proporcionar informacién préctica y
apoyo técnico a los titulares de derechos y desarrolladores de IA. Este
centro busca facilitar la implementacién de mecanismos de exclusiéon
y transparencia, promoviendo un entorno donde la innovacién tec-
noldgica y la proteccién de los derechos de autor coexistan de manera
equilibrada (European Union Intellectual Property Office, 2025).

Estas conclusiones refuerzan la necesidad de un didlogo legislati-
vo y judicial continuo, con enfoque comparado que permita abordar
la creciente tension entre la inteligencia artificial generativa y los
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derechos de autor desde una perspectiva de sostenibilidad cultural,
econdmica y ética.

9. Inteligencia artificial y el riesgo de la automatizacion
juridica: casos, limites y desafios

Las decisiones judiciales no son meros productos formales, sino el
resultado de una operacién argumentativa compleja que combina
valoracién probatoria, interpretacién normativa, ponderacién de
principios y justificacién racional ante las partes y la sociedad. Para
sustentar estas ideas, analizaremos brevemente algunas de las ideas
de destacados filésofos del derecho en los Gltimos afios sobre la de-
cision judicial.

La sentencia constituye, en este sentido, el cierre de un proceso
de construccién de razones en el que el juez debe articular hechos,
normas y precedentes bajo criterios de coherencia, motivacién sufi-
ciente e imparcialidad. Esta dimensién argumentativa, y no solo el
dispositivo final, es la que garantiza el respeto del debido proceso, la
independencia judicial y la confianza publica en la administracién
de justicia, de tal manera que las cargas de argumentacién delimitan
la discrecionalidad del juez. Como lo senala Carlos Bernal Pulido en
el estudio introductorio de la Teoria de los Derechos Fundamentales
de Robert Alexy en 2007: “De este modo, es claro para el juez qué
es lo que tiene que fundamentar y para la opinién publica, qué es lo
que tiene que controlar en la decisién judicial” (p. 26).

En este orden de ideas, Alexy (2007) ha sefalado que la decisién
judicial se centra en la argumentacién racional y la ponderacién de
principios en el Estado constitucional, superando al positivismo ju-
ridico al vincular derecho y moral mediante la pretensién de correc-
cién y justicia. Sostiene que las decisiones judiciales, especialmente
ante colisiones de derechos fundamentales, deben usar un procedi-
miento racional (como la férmula del peso) para aplicar principios
(como la dignidad o la vida) y lograr una solucién justa y proporcio-
nada, no solo l4gica.

La posibilidad de utilizar herramientas de inteligencia artificial
como apoyo en la decisién judicial o incluso delegar parcialmente
dicha decisién en sistemas tecnoldgicos introduce un dilema filosé-
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fico y juridico de gran envergadura. La tradicién positivista, desde
Hans Kelsen (1960), ha enfatizado que la funcién judicial implica
la aplicacién de la norma general al caso concreto mediante un pro-
ceso racional humano y, en consecuencia, no podria ser plenamente
automatizado, pues presupone interpretacién, ponderacién y discre-
cionalidad dentro de un marco de validez normativa.

En términos similares, H. L. A. Hart (1994) sostuvo que los jue-
ces actiian en una “zona de penumbra”’, donde la regla no es com-
pletamente determinante y se requiere juicio prictico para resolver
los casos dificiles, de tal manera que, donde las reglas no son claras,
los jueces deben ejercer su discrecién, expandiendo o interpretando
el derecho mds alld de lo obvio, en esa zona gris entre lo claro y lo
oscuro. En ese orden de ideas, la experiencia humana del juez es
fundamental para tomar esas decisiones en los casos dificiles, de tal
manera que una inteligencia artificial dificilmente podria llegar a
impartir o apoyar sustancialmente una decisién justa, pues esta se
alimenta de datos que analiza a través de unos patrones dados por
su algoritmo, pero carece de ese sentido humano que el juez tiene
y donde puede analizar las diferentes situaciones que se den en esa
llamada “zona de penumbra”.

Por su parte, Ronald Dworkin (1989), aunque apartado de la
idea de Hart (1994) de que el derecho es solo un sistema de reglas y
que le juez también tiene que aplicar principios morales y politicos
en aquellos casos dificiles, profundizé la visién de la decisién basada
en los principios de experiencia del juez, al afirmar que el juez debe
construir la mejor interpretacién posible del derecho bajo un ideal
de integridad, lo que exige una comprensién moral y coherente del
ordenamiento juridico (Rodriguez C. , 1997 ) que dificilmente pue-
de ser sustituida por modelos algoritmicos. Para Dworkin (1989),
el juez es como un Hércules, una persona ideal con capacidades so-
brehumanas que busca la “respuesta correcta” aplicando principios
morales y politicos para construir la mejor interpretacién de la ley,
oponiéndose a la discrecionalidad judicial y, consecuentemente, al
uso de la inteligencia artificial en la decisién de estos casos, ya que
esta carece de principios morales o politicos, aun cuando analiza una
gran cantidad de informacién.

En esta linea, la decisién judicial no es solo la seleccion légica de
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una respuesta correcta entre multiples opciones, sino una actividad
hermenéutica cargada de valores constitucionales, principios y com-
promisos éticos que hasta ahora descansan en la racionalidad humana.

De esta forma, la introduccién de sistemas de inteligencia ar-
tificial en esta operacién racional plantea desafios adicionales: los
modelos pueden reforzar sesgos estructurales, replicar patrones
discriminatorios aprendidos en sus datos de entrenamiento o pro-
ducir respuestas que, aunque légicamente plausibles, resulten juri-
dicamente inadecuadas o materialmente injustas. La apariencia de
objetividad tecnoldgica puede inducir al juez a un uso acritico del
resultado algoritmico, erosionando la responsabilidad humana en la
valoracién probatoria y en la interpretacién normativa. La litera-
tura contempordnea sobre ética algoritmica, incluyendo a autores
como Hildebrandt (2020), ha advertido que la opacidad de los mo-
delos fundacionales y la falta de trazabilidad de las fuentes dificultan
evaluar la legitimidad del razonamiento automatizado en contextos
donde estdn en juego derechos fundamentales.

Cuando la TA pasa de ser una herramienta de apoyo a un elemen-
to sustancial en la toma de decisiones, el riesgo no es tinicamente
técnico, sino también constitucional: una decisién “légica” desde la
perspectiva estadistica puede ser incompatible con los principios de
igualdad, debido proceso e imparcialidad que sustentan la judicatu-
ra. Por ello, el desplazamiento del juicio humano por automatismos
algoritmicos no solo representa un desafio préctico, sino también
un problema moral y juridico que exige limites claros, supervisién
estricta y una teoria robusta sobre el lugar de la racionalidad humana
en la funcién jurisdiccional (Flérez, 2025b).

La introduccién de herramientas de inteligencia artificial genera-
tiva en este dmbito no implica simplemente incorporar una tecnolo-
gia de apoyo neutra, sino modificar potencialmente algunas etapas
de esa operacién argumentativa: bisqueda y seleccién de informa-
cién relevante, reconstruccién de los hechos, identificacién de nor-
mas aplicables, sugerencia de soluciones tipicas e incluso redaccién
preliminar de motivos. De ahi que el problema juridico no se reduz-
caa “si se puede o no usar IA en los tribunales”, sino a determinar en
qué fases del trabajo judicial es admisible su uso, en qué condiciones
de transparencia y supervisién humana y con qué limites para no
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desdibujar la responsabilidad del juez ni las garantias del proceso
(Flérez, 2025b).

Desde la perspectiva de la propiedad intelectual, ademds, el uso
de TA en entornos judiciales introduce una tensién especifica: los
modelos empleados pueden haber sido entrenados con obras prote-
gidas sin autorizacién, y los textos que generan, incluidas eventuales
motivaciones, resimenes de jurisprudencia o propuestas de deci-
sién, pueden incorporar fragmentos de obras ajenas sin trazabilidad
clara. El andlisis de los casos colombianos y estadounidenses que se
presentan a continuacién permite observar esta doble dimensién del
problema: por un lado, el impacto de la IA en la organizacién del
trabajo judicial y en la imparcialidad del juzgador; por otro, los ries-
gos de reproducir contenidos protegidos y de debilitar los estindares
de respeto por el derecho de autor en la préctica forense.

El desarrollo de herramientas de inteligencia artificial generativa,
como ChatGPT, ha dado lugar a un notable acercamiento de estas
tecnologias a actividades tradicionalmente ejecutadas por seres hu-
manos, ahora realizadas de forma mds 4gil y automatizada. Esta ca-
pacidad ha llevado a diversos expertos a considerar que ciertos oficios
o funciones podrian ser sustituidos, al menos parcialmente, por estos
modelos. Un ejemplo evidente es la sustitucién parcial de motores
de btsqueda tradicionales, ya que ChatGPT puede redactar textos,
elaborar ensayos, traducir idiomas, generar imdgenes y ofrecer res-
puestas inmediatas con aparente precision (Fernandez, 2025). Sin
embargo, uno de los principales limites de estas respuestas radica en
la incertidumbre sobre la procedencia de la informacién utilizada, ya
que el modelo opera sobre una base de datos entrenada previamente
sin citar fuentes ni garantizar trazabilidad con precisién.

En este contexto, se ha planteado que los resultados generados
por ChatGPT no estdn protegidos por derechos de autor, dado que
no son productos de una creacién humana original en los términos
exigidos por la normativa vigente. Esta situacién ha impulsado el
diseno de nuevas regulaciones sobre el uso y desarrollo de la inteli-
gencia artificial, como la Ley de Inteligencia Artificial de la Unién
Europea, ante el riesgo de que se produzcan infracciones derivadas
del uso no autorizado de datos protegidos o del acceso y difusién de
contenidos confidenciales o privados. ChatGPT, al estar basado en
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un algoritmo que procesa grandes volumenes de informacién, no
cuenta con un sistema de citacion, clasificacién o verificacién de la
autenticidad de las fuentes, lo cual puede derivar en la reproduccién
de contenidos plagiados, tergiversados o directamente falsos (Rodri-
guez, 2023).

En el dmbito juridico, la herramienta ha demostrado ser util para
apoyar tareas como la redaccién de documentos, la elaboracién de
conceptos preliminares (Susskind, 2025) o la revisién de escritos le-
gales (Perlman, 2023). No obstante, sigue siendo indispensable que
los profesionales del derecho ejerzan un juicio critico frente a los
resultados generados por la 1A, dado que ChatGPT no posee con-
ciencia juridica, capacidad de ponderacién ni criterio moral para la
toma de decisiones. De hecho, sus términos y condiciones advierten
que no debe ser usada para reemplazar conceptos legales de opera-
dores juridicos o abogados. La responsabilidad del uso de estos con-
tenidos recae exclusivamente en el usuario, quien debe garantizar el
respeto de los derechos de autor y las restricciones legales aplicables.
En ese sentido, la propia plataforma advierte que le corresponderia
al usuario asegurarse de estar cumpliendo con los derechos de autor
y cualquier otra restriccion legal antes de usar cualquier contenido
generado por esta. (Rodriguez, 2023).

Un ejemplo paradigmdtico en Colombia fue la decisién del Juz-
gado Primero Laboral del Circuito de Cartagena, que resolvié una
accion de tutela en favor de un menor con trastorno del espectro
autista (TEA), exonerdndolo del pago de copagos ante su Entidad
Prestadora de Salud (EPS). En dicha sentencia, el juez declaré expre-
samente haber consultado a ChatGPT como parte del proceso argu-
mentativo, citando en el fallo el uso de la herramienta para ampliar
el andlisis juridico.?' Si bien el caso no derivé en una vulneracién
de derechos, generé una intensa discusién publica sobre la validez
del uso de la inteligencia artificial como fundamento en decisiones
judiciales y la necesidad de mantener un control riguroso sobre la
informacién utilizada.

Es por ello que este caso fue analizado por la Corte Constitucional
de Colombia que en la Sentencia T-323 de 2024, en la cual abordé

21 Corte Constitucional de Colombia, Sentencia de Tutela No. 032 , 2023.

283



German Dario Flérez Acero - Mayerly Andrea Acero Alba

La autoria en tiempos de ChatGPT: nuevos desafios para el derecho de autor

el uso de la IA en la administracién de justicia, especificamente en el
contexto de una accién de tutela, y si el uso del de segunda instancia
de la herramienta ChatGPT 3.5 para complementar la motivacién
de su fallo afectaba la validez del fallo en torno al debido proceso y
la autonomia judicial.** La Corte concluyd que, en este caso parti-
cular, no se viol6 el debido proceso, ya que la decision judicial fue
tomada antes de consultar con la herramienta de IA, utilizindola
Unicamente como apoyo complementario. Sin embargo, enfatizé la
necesidad de establecer un marco regulatorio claro para el uso de la
IA en el dmbito judicial, destacando principios como la transparen-
cia, la responsabilidad y la no sustitucién de la racionalidad humana
(Cotino, 2024).

Ademds, la Corte le ordené al Consejo Superior de la Judicatura
que, en un plazo de cuatro meses, emitiera guias y lineamientos es-
pecificos sobre la implementacién de la IA en la rama judicial, con
un enfoque particular en el uso de herramientas como ChatGPT.
Estas regulaciones deben alinearse con los principios establecidos
en la sentencia, asegurando que el uso de la IA no comprometa la
independencia judicial ni la garantia del debido proceso. También
exhorté a todos los jueces de la Repuiblica a evaluar cuidadosamente
el uso de herramientas de IA, aplicando siempre los mds altos estdn-
dares éticos y legales, y subrayé que la IA debe ser un complemento,
no un sustituto del juicio humano (Arenas, 2024).

Un aspecto crucial de la Sentencia T-323 de 2024 es el desarrollo
jurisprudencial sobre los limites y condiciones para el uso de inte-
ligencia artificial en decisiones judiciales. La Corte Constitucional
advirtié6 que herramientas como ChatGPT no deben ser utilizadas
como fuentes auténomas de argumentacién, lo cual tiene una rela-
cién muy directa con los derechos de propiedad intelectual, ni como
reemplazo de los deberes sustanciales del juez, como la motivacion,
la valoracién de pruebas o la interpretacién normativa.

Asimismo, subray6 que el uso de IA debe ser transparente: el juez
tiene el deber de informar expresamente cudndo se ha apoyado en
una herramienta automatizada, especificando su alcance y relevancia
dentro del razonamiento judicial (UNESCO, 2024). Finalmente, la

22 Corte Constitucional de Colombia, Sentencia T-323, 2024.
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Corte estableci6é que el uso de IA debe garantizar el respeto por los
derechos fundamentales de las partes, evitar cualquier tipo de discri-
minacién algoritmica y no comprometer el principio de indepen-
dencia judicial ni el deber de motivacién racional, pilares esenciales
del Estado de derecho.”

Producto de esta sentencia, el Consejo Superior de la Judicatu-
ra de Colombia, en diciembre de 2024, elaboré el Acuerdo PCS-
JA24-12243, que establece los principios, definiciones, buenas
précticas y restricciones que deben guiar el uso de herramientas de
inteligencia artificial en la rama judicial, con énfasis en la inteligen-
cia artificial generativa. Reconoce el potencial de estas tecnologias
para mejorar el acceso a la justicia, la eficiencia administrativa y
la produccién documental, pero advierte también sobre los ries-
gos asociados, como la exposicién de datos personales, la falta de
transparencia algoritmica, las alucinaciones y los sesgos discrimina-
torios (Consejo Superior de la Judicatura, 2024). Por ello, impone
un marco de responsabilidad, supervisién humana y respeto por los
derechos fundamentales, en consonancia con los estdndares interna-
cionales (Organizacién de las Naciones Unidos para la Educacién, la
Ciencia y la Cultura UNESCO, Organizacién para la Cooperacién
y el Desarrollo OCDE o la Comisién Europea para la Eficiencia de
la Justicia (CEPE]) y con lo dispuesto por la Corte Constitucional
en la Sentencia T-323 de 2024. El acuerdo se construyé de manera
participativa, tras una encuesta nacional, talleres y el apoyo técnico
de la UNESCO (2024).

En cuanto al uso préctico, el acuerdo diferencia entre actividades
administrativas (como redaccién de oficios, organizacién de agenda
o traduccién), tareas judiciales con revisién humana (btsqueda ju-
risprudencial, redaccién asistida o anonimizacién de datos) y usos
que exigen especial precaucién (resimenes de hechos, simulacién de
decisiones o asistencia en juicios de valor). Se prohibe expresamente
que la IA sustituya la motivacidn de decisiones judiciales, la valoracién
probatoria o la interpretacién normativa. Ademds, exige transparen-
cia total cuando se usen estas herramientas: los jueces deben declarar
qué herramienta usaron, en qué condiciones y qué contenidos fueron

23 Corte Constitucional de Colombia, Sentencia T-323, 2024.
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generados por IA. La implementacién de proyectos institucionales
deberd cumplir con andlisis de impacto algoritmico, proteccién de
datos, neutralidad tecnoldgica y control ético. Finalmente, se incluye
un plan de capacitacién obligatoria y un sistema de seguimiento li-
derado por la Unidad de Transformacién Digital e Informdtica del
Consejo Superior de la Judicatura (2024).

De igual manera, en Estados Unidos se presenté un caso amplia-
mente criticado por el uso indebido de ChatGPT en el 4mbito judi-
cial. En 2023, el abogado Steven A. Schwartz, representante del de-
mandante Roberto Mata en un proceso contra la aerolinea Avianca,
presentd argumentos juridicos basados en decisiones judiciales inexis-
tentes, generadas por ChatGPT (Weiser, 2023). El tribunal comprobé
que los casos citados no figuraban en ninguna base de datos oficial y
que las decisiones invocadas eran completamente ficticias.”* Aunque el
abogado alegé haber actuado de buena fe al confiar en la herramienta,
el juez concluyé que hubo una “evasién consciente y presentacién en-
ganosa de informacién al tribunal”, imponiendo una sancién econé-
mica de 5.000 délares a los responsables (Merken, 2023).

Estos casos ilustran la tensién creciente entre el uso préctico y
eficiente de la inteligencia artificial y los riesgos legales que pueden
derivarse de su mal uso. Diversos autores coinciden en que, si bien
la IA permite acelerar procesos y generar soluciones inmediatas, no
exime a los usuarios del deber de anilisis, verificacién y responsabili-
dad juridica (Guevara, 2024). Por ello, resulta indispensable avanzar
en el desarrollo de marcos regulatorios especificos que garanticen
el respeto a los derechos de autor y la propiedad intelectual en el
contexto de la inteligencia artificial generativa. Este desafio es atin
mayor ante el surgimiento de versiones mds potentes como GPT-4
y GPT-40, que incorporan capacidades avanzadas de procesamiento
multimodal, lo cual dificulta atin mds la trazabilidad del contenido y
la delimitacién de la autoria (Aucejo y Ramén, 2023).

De igual forma, los casos presentados en Colombia y Estados
Unidos ponen de relieve una tensién juridica esencial: si bien la in-
teligencia artificial generativa como ChatGPT puede ser una herra-
mienta util para facilitar ciertas labores juridicas, administrativas y

24 Mata v. Avianca, Inc., 2023.
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creativas, su uso sin criterios de verificacién humana puede conducir
a consecuencias graves, como la generacién de contenido ficticio o
la vulneracién de derechos de autor. Desde la perspectiva de la pro-
piedad intelectual, estos casos muestran cémo el uso no controlado
de IA puede dar lugar a apropiaciones indebidas de obras protegi-
das, plagios no intencionados o atribuciones erréneas de autoria.
En ambos contextos —una tutela judicial en Colombia y un escrito
procesal sancionado en Estados Unidos—, los riesgos no estuvieron
unicamente en los errores argumentativos, sino también en el uso de
contenidos que podrian haber infringido derechos de terceros si no
se realiza un andlisis responsable de su origen y licitud.

A partir de estos casos, la tutela colombiana revisada por la Corte
Constitucional, el Acuerdo PCSJA24-12243 del Consejo Superior
de la Judicatura y la sancién en el caso Mata v. Avianca, se puede
sostenerse que el uso de IA en la administracién de justicia solo es
compatible con el Estado de derecho si se somete a tres condiciones
minimas: (i) preservacién de la centralidad del juez humano en la
motivacién, valoracién probatoria e interpretacién normativa; (ii)
transparencia reforzada sobre el uso de herramientas automatizadas,
incluyendo la obligacién de revelar qué sistemas se emplean, con
qué finalidades y cudles son sus mdrgenes de error; y (iii) control
ex ante'y ex post de los riesgos de sesgo, alucinacién y reproduccién
de contenidos protegidos por derechos de autor. En todos los casos
analizados, los problemas no derivan simplemente de la existencia de
la tecnologia, sino del modo en el que los operadores juridicos dele-
gan o pretenden delegar funciones centrales en sistemas cuya légica
interna y fuentes de entrenamiento no son plenamente accesibles.

Precisamente, en el marco de estos riesgos que tiene el uso no
responsable de la inteligencia artificial en las decisiones judiciales,
recientemente la Corte Suprema de Justicia de Colombia anulé un
fallo del Tribunal de Sincelejo que fundamenté su decisién en el con-
tenido de unas sentencias inexistentes. La decisién STC17832-2025
de la Corte Suprema de Justicia constituye un precedente relevante
en materia de deberes de motivacién y verificacién judicial, particu-
larmente en un contexto donde el uso de herramientas de inteligen-
cia artificial se ha vuelto habitual en la elaboracién de providencias.
El Tribunal Superior de Sincelejo fundamentd la terminacién del
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proceso por desistimiento tdcito en citas atribuidas a las sentencias
STC13560-2023 y STC4734-2025, pero la Corte comprobd que
tales citas eran inexistentes y no se encontraban en el contenido real
de las providencias referenciadas. Esta tergiversacién, que la Corte
califica como una “equivocacién trascendente”, vulnerd el debido
proceso y configuré un defecto fictico y sustantivo por motivacién
aparente, al resolver el caso con base en fundamentos inexistentes. El
fallo destaca que la indebida verificacion de fuentes jurisprudenciales
afecta la legitimidad de la decisién, puesto que la motivacién judicial
cumple una funcién constitucional de transparencia, razonabilidad
y control ciudadano.”

Aunque la sentencia no afirma expresamente que la magistratura
haya empleado IA, introduce una advertencia institucional que co-
necta directamente con los riesgos de “alucinaciones” propias de los
sistemas generativos, citando la sentencia T-323/2024 de la Corte
Constitucional antes mencionada. En ella se recuerda que, ante el
uso creciente de IA, los jueces estin sometidos a una alta diligencia
de verificacién y fiabilidad de la informacién y no pueden incorpo-
rar en sus decisiones textos, citas o argumentos generados por herra-
mientas tecnoldgicas sin validacién estricta. La Corte Suprema reco-
ge esta doctrina y reafirma que la motivacién debe basarse en fuentes
auténticas, verificables y pertinentes, pues la inclusién acritica de
contenidos falsos provenientes de IA o no compromete la imparcia-
lidad, la coherencia del razonamiento judicial y la confianza ptblica
en la administracién de justicia. Asi, el fallo se convierte en un lla-
mado directo a que la IA no solo se utilice de manera responsable,
sino también bajo un control riguroso que garantice que ninguna
automatizacién suplante el deber humano de contrastar, interpretar
y decidir conforme al derecho vigente.?

En este mismo sentido, la UNESCO —muy recientemente, en
diciembre de 2025— expidi6 el documento Guidelines for the Use of
Al Systems in Courts and Tribunals. Alli senala que la incorporacién
de sistemas de inteligencia artificial en los tribunales abre oportu-
nidades evidentes para mejorar la eficiencia administrativa, optimi-

25  Corte Suprema de Justicia, Sentencia STC17832-2025, 2025.
26 Idem.
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zar la gestién judicial y facilitar el acceso a la justicia. Sin embargo,
como lo subrayan las Directrices, estas tecnologias solo son com-
patibles con el Estado de derecho en la medida en que preserven el
nucleo racional, interpretativo y humano de la funcién judicial. La
decision judicial no es un acto meramente técnico ni una operacién
mecdnica de seleccidén de respuestas; es un proceso hermenéutico
que requiere ponderacién, comprensién del contexto, deliberacién
ética y responsabilidad institucional. Por ello, cualquier herramienta
de IA debe entenderse como un complemento subordinado al juicio
humano y nunca como un sustituto de la motivacién judicial que
exige nuestra tradicién constitucional (UNESCO, 2025).

Al mismo tiempo, la UNESCO (2025) advierte que el despliegue
de estos sistemas entrafa riesgos significativos: reproduccién de ses-
gos, afectaciones a poblaciones vulnerables, opacidad algoritmica y
potenciales distorsiones en el razonamiento juridico. La apariencia de
objetividad tecnoldgica puede invitar a un uso acritico de sus resul-
tados, desplazando de manera indebida la responsabilidad del juez y
erosionando principios esenciales como la igualdad, la no discrimina-
cidn, la transparencia y la debida motivacién. En este sentido, la IA en
el ambito judicial solo puede admitirse cuando existen salvaguardias
claras de derechos humanos, mecanismos robustos de explicabilidad
y trazabilidad, auditorfas continuas y un marco institucional capaz
de evaluar los riesgos en todas las etapas del ciclo de vida del sistema.

La experiencia comparada, incluida la jurisprudencia colombia-
na, que la propia UNESCO destaca como referente muestra que la
legitimidad de la IA en la justicia depende de su gobernanza ética y
de la claridad de los limites que se impongan a su uso. Lejos de con-
cebirse como una autoridad auténoma, la IA debe insertarse en una
arquitectura de control humano, supervisién judicial y responsabi-
lidad publica. De esta manera, la automatizacién no se convierte en
un riesgo para la independencia del juez ni para la proteccién de los
derechos fundamentales, sino en una herramienta que, bien regula-
da, puede contribuir a una administracién de justicia més eficiente
sin sacrificar su esencia democrdtica. En definitiva, la IA puede apo-
yar, pero nunca reemplazar, la funcién jurisdiccional; su implemen-
tacion debe fortalecer el sistema judicial, no reconfigurarlo a costa de
los valores que lo sostienen (UNESCO, 2025).
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En este contexto, los marcos regulatorios recientes —como la
Sentencia T-323 de 2024 y el Acuerdo PCSJA24-12243 en Colom-
bia, la Ley de Inteligencia Artificial de la Unién Europea y las Direc-
trices de la UNESCO para el uso de IA en tribunales— deben ser
leidos no solo como instrumentos orientados a proteger el derecho
de autor frente al entrenamiento y uso de modelos generativos, sino
como mecanismos mds amplios para asegurar que la automatiza-
cién juridica no erosione las garantias propias de la funcién juris-
diccional. La jurisprudencia colombiana mds reciente confirma esta
preocupacién: la Sentencia STC17832-2025 de la Corte Suprema
evidencié que la falta de verificacién rigurosa de fuentes, incluidas
aquellas potencialmente generadas por IA, puede conducir a erro-
res graves, motivaciones aparentes y afectaciones directas al debido
proceso, subrayando la necesidad de una alta diligencia judicial en el
uso de informacién asistida tecnolégicamente. Precisamente, las Di-
rectrices de UNESCO (2025) insisten en que toda implementacién
de IA en tribunales debe garantizar supervisién humana efectiva,
explicabilidad, trazabilidad y ausencia de sesgos, reafirmando que la
racionalidad judicial no puede ser sustituida por automatismos opa-
cos o por contenidos cuya autenticidad no haya sido corroborada.

Desde esta perspectiva, abordar el uso de IA en entornos judi-
ciales como un capitulo diferenciado dentro de este trabajo resulta
indispensable: en él confluyen, de manera especialmente intensa, los
tres ejes analizados: la titularidad de contenidos generados por IA, la
licitud del uso de obras protegidas en el entrenamiento y la responsa-
bilidad por el uso de resultados automatizados, en un espacio donde
estd en juego, simultdneamente, la eficacia de los derechos funda-
mentales, la integridad del razonamiento judicial y la vigencia del
régimen de propiedad intelectual. Asi, las lecciones derivadas de los
fallos recientes y de los estdndares internacionales reafirman que la
IA, utilizada sin controles adecuados, no solo plantea riesgos para la
proteccién de obras y datos, sino también para la legitimidad misma
de la justicia, y que, por ello, cualquier avance tecnolégico en este
dmbito exige marcos normativos robustos, supervisién constante y
un compromiso ineludible con la preservacién del juicio humano
como nucleo de la funcién jurisdiccional.
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10. Aspectos morales y éticos frente al uso de la IA generativa
y el ChatGPT en la toma de decisiones y su relacién con el
derecho de autor

Uno de los cuestionamientos mds amplios sobre el uso del ChatGPT
se da con relacién a obtener resultados precisos y confiables, debido
a que, por la cantidad de informacién que maneja —de la cual no se
tiene conocimiento de su origen y si es actualizada o no o si cuenta
o no con derechos de autor—, puede llevar a que se cometan errores
graves frente al uso que se le dé al producto u obra generada por la IA
(Perlman, 2023), por lo que la teoria de que el ChatGPT y otras pla-
taformas reemplazardn muchos oficios puede ser parcialmente cier-
ta, debido a que quien tiene la capacidad de anilisis, comprensién y
juicio solo es el ser humano, que puede generar una interpretacién
profunda basada en su conocimiento, asi como en valores y princi-
pios que le lleven a dar un uso adecuado de la informacién.

Sin embargo, existe una preocupacién desde el punto ético frente
a su uso, especialmente en el campo legal, porque, de acuerdo con
la evolucién que pueda llegar a tener a futuro el ChatGPT, podria
reemplazar a los abogados u otros profesionales con actividades espe-
cificas para ciertas labores. Otra preocupacién surge al considerarse
que el ChatGPT pueda usarse para manipular o tergiversar infor-
macién para engafiar a otros, por ejemplo, con la generacién de un
documento legal falso (Perlman, 2023).

Ante estos y otros cuestionamientos, en diciembre de 2022, la
revista Scientific Report publicé un experimento realizado usando
una serie de preguntas con criterios morales dentro de sus respues-
tas, que luego aplicaron al ChatGPT para ver sus resultados (Kriigel
et al., 2023).

Esta prueba consistié en tres preguntas: 1) jes correcto sacrificar
la vida de una persona para salvar a cinco otros (asesoramiento mo-
ral)?; 2) presentamos a los sujetos con el problema del tranvia, que
expone este dilema exacto junto con la respuesta de ChatGPT y les
pedimos su juicio; y 3) les preguntamos si habrian tomado el mismo
juicio sin el consejo (Kriigel et al., 2023).

Este experimento dio como resultado que, para la primera pre-
gunta, el ChatGPT dio un consejo moral, pero en la segunda se con-
tradice, demostrando que no tiene una postura moral fija y que sus
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resultados si pueden influir en el pensamiento o criterio que tenga el
usuario de acuerdo con los argumentos dados (Kriigel et al., 2023).

Esto nos lleva a confirmar que la A, realiza una serie de procesos
que facilitan las actividades del ser humano y que estd basado en la
configuracién dada a un algoritmo, sin embargo, no se puede con-
siderar que una mdquina tenga un criterio ético o moral para tomar
una decisidn, resolver un caso o realizar una interpretacién adecuada
y profunda de un tema especifico, porque se requiere del raciocinio
humano, criterio ético y poder de comprensién para dar uso o no de
la informacién que otorga el ChatGPT, por lo que, en este sentido,
no podria reemplazar al hombre.

Uno de los principales desafios que plantea el uso de inteligencia
artificial generativa —como ChatGPT— en relacién con el derecho
de autor radica en la opacidad de sus fuentes de informacién. Dado
que los resultados generados por estos modelos se basan en enormes
volimenes de datos cuyo origen muchas veces es desconocido o no
estd verificado, existe un alto riesgo de infringir derechos de autor al
utilizar o difundir estos contenidos. Esta falta de trazabilidad no solo
compromete la fiabilidad del contenido, sino que también plantea
serias implicaciones legales para quienes lo utilicen sin una revisién
critica. Como lo advierte Perlman (2023), si bien estas herramientas
pueden automatizar tareas y optimizar ciertos procesos, el juicio,
la ética y la interpretacién contextual siguen siendo competencias
exclusivas del ser humano, especialmente cuando se trata de aplicar
el conocimiento juridico respetando los marcos normativos de pro-
piedad intelectual.

A este riesgo legal se suma una preocupacién de cardcter ético.
Experimentos como el publicado en Scientific Reports (Kriigel et al.,
2023) han demostrado que ChatGPT puede influir en la toma de
decisiones morales de los usuarios, a pesar de no tener una postura
coherente o fundamentada. En el 4mbito del derecho, esta indeter-
minacién es especialmente problemdtica: un algoritmo que ofrece
consejos juridicos sin criterio moral ni responsabilidad podria ser
utilizado para tergiversar informacién o incluso crear documentos
falsos. De este modo, si bien la IA puede complementar el trabajo le-
gal, su uso requiere un marco ético y juridico claro que garantice que
su implementacién no sustituya la racionalidad humana ni vulnere
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los derechos de terceros, como los derechos de autor sobre los datos
y contenidos que procesa (Bozo de Carmona, 2025).

11. Conclusiones

Uno de los desarrollos tecnoldégicos mds destacados en los tltimos
afos son los generados por la inteligencia artificial, entre ellos, el
ChatGPT, herramienta que para muchos se ha convertido en el sal-
vavidas para el desarrollo de sus tareas diarias, pero que para otros
es una amenaza para sus oficios o profesiones por considerar que
pueden ser reemplazados por dicha tecnologia, de alli la importan-
cia que tiene darle un uso adecuado a la informacién que genera la
plataforma.

Tan relevante es el tema que hay que tener claro que el ChatGPT
es un modelo de IA cuyo algoritmo estd basado en una gran cantidad
de informacién tomada de las redes, lo que puede producir sesgo
en la informacién (Rozado, 2023). Es alli donde existe una linea
delgada entre el hecho de tomar una informacién abierta y de uso
publico para el desarrollo del ChatGPT o plataformas similares y la
informacién con derecho de autor —privada o confidencial— que
toma el sistema para dar una respuesta légica y rdpida a las consultas
realizadas por los usuarios.

Ante esta situacidn, se realizé un andlisis de los problemas que
presenta el ChatGPT, identificindose, por una parte, que las empre-
sas desarrolladoras de IA deben ser conscientes del uso de los datos
manejados para estos modelos, debido a que se considera que existe
una vulneracién a las obras y creaciones que tienen derechos de au-
tor o propiedad intelectual al no contar con autorizaciones para su
uso, por lo que ha surgido la necesidad de establecer el manejo de
licencias que permitan el uso de determinada informacién para el
entrenamiento de estos sistemas.

Por otra parte, se identificé que existe otro tipo de riesgo, que es el
uso de los resultados del ChatGPT generados por las consultas de los
usuarios. El ChatGPT tiene la posibilidad de dar una respuesta répi-
day, en cierta medida, satisfactoria a los usuarios. Es alli donde el ser
humano debe tener el criterio para dar un buen uso de esta informa-
cién; debe realizar un proceso de cotejo y verificacién para no incurrir

293



German Dario Flérez Acero - Mayerly Andrea Acero Alba

La autoria en tiempos de ChatGPT: nuevos desafios para el derecho de autor

en falsedad o vulneraciones a los derechos de autor, debido a que la
plataforma no tiene la capacidad de mostrar las fuentes de origen
de la informacidn, por lo cual, al no identificarse, podria existir una
infraccién y vulneracién de derechos solo por el hecho de considerar
que dichos resultados son “nuevos o similares a la realidad” cuando
en ocasiones se trata de informacién inventada por el sistema.

Este tipo de riesgos ha producido una alerta sobre las vulneracio-
nes e infracciones a los derechos de autor y la propiedad intelectual,
motivo por el cual la Unién Europea ha generado la primera ley que
reglamenta el uso de inteligencia artificial, debido a que, al ser un
tema tan reciente, no existen bases legales de coémo deben los Esta-
dos aplicar normas para proteger estos derechos.

Esto ha llevado que otros organismos —como la UNESCO vy las
Naciones Unidas inicien la implementacién de medidas para tener
un control y un limite sobre el uso del ChatGPT y para que sean
implementadas por los paises a través de leyes.

Sin embargo, puede existir un descontento por parte de las em-
presas desarrolladoras de IA porque, a su criterio, estdn brindando
herramientas que facilitan la vida de los usuarios y que, a su vez, les
permiten obtener mayores ingresos por sus avances tecnolégicos,
sin que sea relevante dejar de lado criterios éticos con el fin de lograr
su objetivo.

En el dmbito juridico existen diferentes disyuntivas porque, a
criterio de varios juristas, se estdn presentando infracciones a los
derechos de autor al no tener claridad sobre las fuentes de la infor-
macién, lo que puede llevar a un uso indebido de la informacién o
de las invenciones que se realicen con el ChatGPT, lo que podria
conducir al usuario a caer en sanciones o demandas (por ejemplo,
por responsabilidad civil o penal) segtn las leyes de cada pais. Un
ejemplo claro se dio en el ya citado caso de Avianca, siendo esta una
de las miles de situaciones que se pueden presentar por el uso inde-
bido del ChatGPT.

Al no contar con una normativa frente al tema, puede ocurrir que
los jueces no sepan cémo actuar y resolver un caso especifico sobre
una posible vulneracién de derechos de autor por la utilizacién de
ChatGPT, lo que ha llevado a que en varios pais se prohiba su uso
por considerar que ese modelo de IA pone en riesgo a la sociedad, la
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informacién de las personas o empresas (datos privados o confiden-
ciales) y hasta puede afectar el criterio ético, porque sus respuestas
pueden influir en los juicios de racionamiento de una persona para
la toma de decisiones (BBC News Mundo, 2023). Adicionalmente,
cualquier persona tiene la posibilidad de usar el ChatGPT, por lo
que, en caso de menores de edad, el sistema dard respuesta inmediata
a las consultas que realice, pero no va a tener la capacidad de deter-
minar la edad del usuario, lo que podria generar un riesgo para un
nino o adolescente (BBC News Mundo, 2023).

Frente a los casos de las demandas que se han presentado contra
el OpenAl y su modelo ChatGPT desde el ano 2023 (la mayoria,
en Estados Unidos, Europa y el Reino Unido), pueden dar un pre-
cedente de cémo la justicia puede actuar ante estos casos. Conforme
con las decisiones que se han tomado en algunas de estas demandas,
se ha definido que no existe vulneracién de los derechos de autor
porque no se ha demostrado de manera clara el uso de informacién
con derechos de autor, y se indica que el ChatGPT ha sido entrena-
do con informacién tomada de la red (datos abiertos), basdndose en
el principio del “uso justo”.

Sin embargo, debido a que a nivel mundial se considera que el
autor o inventor es una persona natural o empresa, no es posible que
se considere que el ChatGPT tenga derechos de autor, pues, como
bien lo indica en sus politicas y advertencias, el uso de los resultados
de las consultas o creaciones generadas con el apoyo del ChatGPT
son de responsabilidad del usuario (ser humano) y no de la maquina.

Podemos concluir que, debido a la evolucién de los sistemas tec-
nolégicos y a la velocidad con la que se adelantan los procesos, se
va a ir teniendo mds desarrollo de la IA. Al ser la informacién una
de las principales fuentes para las actividades de los seres humanos
y estando en un mundo globalizado donde existe un gran trafico de
datos, se considera importante contar con leyes que regulen el mane-
jo de la informacién por parte de las empresas creadoras de [A, como
también deben existir limites para el uso de los resultados de las pla-
taformas como el ChatGPT; camino que se ha venido dando a paso
lento debido a que es un tema nuevo dentro de la jurisprudencia,
pero que se espera que se den los mejores resultados para brindar las
garantias y la proteccién necesarias a todos aquellos que desarrollan
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obras, proyectos e investigaciones con un gran esfuerzo y dedicacién,
pero que pueden versen afectados en sus derechos como autores y su
propiedad intelectual, por lo que se espera que, a futuro, contemos
con las herramientas suficientes para tener un manejo efectivo y ade-
cuado de la informacién sin vulnerar a otros.
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